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Preface

There are many excellent textbooks and handbooks on antenna theory and design. Re-
cently, due to the increasing importance of microstrip antennas, several excellent textbooks
and handbooks on them have been published and this topic has become a separate course.
The purpose of this book is to serve either as a textbook to cover both antenna fundamentals
and microstrip antennas or a self-study book for those attempting to plunge into this area.
This book tries to make a good balance between the antenna fundamentals and microstrip
antennas.

For the full wave analysis and optimization of antenna designs, there are many excellent
books on computational electromagnetics and especially several powerful commercial soft-
ware packages are available. This book is devoted to the introduction of techniques useful
for the effective application of the software. The spectral domain approach is an impor-
tant tool in analyzing the microstrip structures including the microstrip antennas, near-field
measurement and high-frequency method. This book gives a systematic introduction to this
approach. The main purpose of introducing this approach is not for numerical computation
but for the understanding of some significant concepts.

The literature on antennas is vast and there are a variety of mathematical formalisms and
numerical schemes, which often intimidate those who attempt to enter this field. In univer-
sities, it is a great challenge for professors to cover sufficient fundamentals with reasonably
in-depth practical knowledge in a one-term course. In industry, one may find it hard to get
a general understanding of the field before engaging in any specialized techniques. I believe
that a concise and readable book, with both scope and depth, theoretical background, ap-
plication materials and recent progress will be a welcome addition to the arsenal of books
on this subject.

In this book, the presentation principle is to explain profound and abstract concepts in
simple and concise terms. I tried to organize the contents logically and uniformly to lead
the readers to draw inferences about other cases from one instance. Problems and answers
provide a necessary supplement to the text and are used as an instrument to help the
readers to gain insights and to facilitate understanding of the subtle points, usefulness of
the principles and the techniques discussed in the text. This book includes my teaching and
research experiences in this area over many years. Moreover, this book contains some recent
developments including our own research results published in international journals. The
contents of this book have been used as teaching materials in Laval University (Canada)
in 1987 and in Chinese University of Hong Kong (Hong Kong) in 2002 and in Nanjing
University of Science and Technology for more than a decade. For senior undergraduate-
level course (two credits), the materials in Chapter 1 through Chapter 3 should be covered.
The materials in Chapter 4 through Chapter 6 are suitable for a graduate-level course with
two credits and those in Chapter 4 through Chapter 8 are suitable for a graduate course
with three credits.

I have benefited from many experts through their excellent books and papers. I would
like to express my sincere thanks to them, especially to Professors C. A. Balanis, W. L.
Stutzman and G. A. Thiele, R. S. Elliot, R. E. Collin and F. J. Zucker, and S. M. Lin
for their antenna books; J. A. Kong, N. H. Fang for their electromagnetic theory books;
K. F. Lee and W. Chen, S. S. Zhong for their microstrip antenna books; R. H. Clarke, J.
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Brown and E. V. Jull for their diffraction theory book; Y. R. Samii and E. Michielssen
for their genetic algorithm book; Q. J. Zhang and K. C. Gupta for their neural network
book; J. Litva and T. K. Y. Lo for their digital beamforming book; G. Y. Zhang for his
phased array antenna book; Y. L. Chow, my former mentor when I was a visiting scholar at
the University of Waterloo in 1981, for his deep insight to the complicated electromagnetic
phenomena and his fuzzy electromagnetics which have been giving me a lot of enlightenment;
G. Y. Delisle, my former mentor when I was a visiting scholar in Laval University in 1980,
for his continuous help and support during the past years; R. Mittra, K. A. Michalski and J.
R. Mosig, J. W. Bandler, E. K. Miller, C. H. Chan, K. M. Luk, E. K. N. Yung, J. Huang, K.
L. Wu, W.P. Huang, D. M. Fu and R. S. Chen for their papers. Professor N. H. Fang, as the
reviewer of this book, gave many invaluable comments on both the scientific content and the
writing and Paul Bulger from the United States and project editor Karen Simon from Taylor
& Francis Group did the final polishing; I gratefully acknowledge their contributions. The
guidance and support from my former supervisor, Academician of Chinese Academy of
Science Professor P. D. Ye and Academician of Chinese Academy of Science Professor S.
G. Liu, and Academicians of Chinese Academy of Engineering Professor G. Y. Zhang and
Professor Z. L. Sun are also very much appreciated.

I also wish to thank my graduate students who attended my course. Their active feedback,
suggestions and corrections to the manuscripts, especially careful proofreading by Y. Lu,
were very helpful. Some of them made important contributions to the research work involved
in this book. I especially would name J. J. Yang, W. X. Sheng, Y. P. Xi, L. P. Shen, Y. X.
Sun, Y. Ding, L. L. Wang, R. Zhang, C. Z. Luan, B. Chen, H. Wang, X. G. Chen, Y. Xiong,
L. Zhao, W. M. Zhang, G. R. Zhou, N. Shahid, N. N. Feng, H. Q. Tao, G. B. Han, F. Ling,
Y. M. Tao, K. Sha, Z. Li, Y. X. Guo, Y. Xu, Y. J. Zhou, J. Chen, C. Zhang, X. J. Zhang,
W. M. Yu, J. S. Xu, and Y. Guo. Mr. W. M. Yu undertook the heavy duty of drawing all
the figures and doing most of the typing. Without his effective help, this book could not
have been completed so easily.

The support from the Ministry of Education through its listing of this book in the na-
tionally scheduled textbooks, from the Bureau of Education in Jiangsu Province through
its awarding of the antenna course as a Provincial Distinguished Graduate Course, and the
financial support from the graduate school, the division of education and the division of
international exchanges and cooperation of our University, the support from Professor Z.
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CHAPTER 1

Basic Concepts of Antennas

1.1 Introduction

For wireless systems, the antenna is one of the critical components. A good design of
the antenna can relax system requirements and improve overall system performance. The
wireless systems include a large variety of different kinds, such as radar, navigation, landing
systems, direct broadcast TV, satellite communications, mobile communications and so on.
An antenna could be as large as 100m by 100m for radio telescope or as small as the order of
centimeters in built-in handsets. All of them play an important role in science and daily life.
Today we enjoy much benefit from wireless, and the significant contributions of antennas
should not be underestimated.

An antenna is an electromagnetic transducer, used to convert, in the transmitting mode,
guided waves within transmission lines to radiated free-space waves, or to convert, in the
receiving mode, free-space waves to guided waves.

In 1886, Hertz demonstrated the first wireless electromagnetic system. In 1901, Marconi
succeeded in sending signals over large distance from England to Newfoundland. Since
Marconi’s invention, through the 1940s antenna technology was primarily focused on wire
related radiation elements and their operation frequencies up to about UHF. It was not
until World War II that modern antenna technology was born and new elements, such
as waveguide aperture, horns, reflectors, lenses, etc. were first introduced. The first use of
phased array was reported in 1937. Most of the major advances in the theory of phased array
antennas and their implementation occurred in 1960s. This kind of antenna can accomplish
functions which the conventional one cannot do. Because the antenna beam in phased arrays
can be steered to a new direction in microseconds and it may be widened or narrowed in
microseconds as well, it provides much agility. Prior to 1950s, antennas with broadband
patterns and impedance characteristics had bandwidths not much greater than about 2:1.
In the 1950s, a breakthrough in antenna development occurred extending the maximum
bandwidth to as great as 40:1 or more by using equiangular spiral or logarithmically periodic
structures. Because the geometries of these antennas are specified by angle instead of linear
dimensions, they have theoretically an infinite bandwidth. Therefore, they are referred to
as frequency independent. The idea of the microstrip antenna was introduced in the 1950s
by G. A. Deschamps, but it was not until 1970s that serious attention was paid to this
element. To a large extent, the development of microstrip antennas has been driven by
system requirements for antennas with low-profile, low-weight, low-cost, easy integrability
into arrays and with microwave integrated circuits, or polarization diversity. Disadvantages
of the original microstrip antenna configurations include narrow bandwidth, spurious feed
radiation, poor polarization purity, limited power handling capacity and tolerance problems.
Much of the development work in microstrip antennas has thus gone into efforts to overcome
these problems so as to satisfy increasingly stringent system requirements. This effort has
resulted in the development of novel microstrip antenna configurations and the development
of accurate and versatile analytical models for the understanding of the inherent limitation
of microstrip antennas, as well as for their design and optimization[1–4].

The good marriage between signal processing and electromagnetics results in a signal
processing antenna that makes use of the all information on the aperture completely and
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adaptively. This kind of antenna is capable of generating independently controllable multi-
beam and may be thought of as a smart antenna. The digital beamforming(DBF) antenna
is a good solution to this purpose and the microstrip antenna is a good candidate to serve as
the antenna element[5, 6]. Although the smart antenna is recognized as the ultimate antenna
in the sense of making full use of the information on the antenna aperture, it will never close
the way to further antenna development. The history from the Hertz dipole in 1886 to the
smart antenna in recent years shows that the application requirements have always been the
motivation for the development of antennas. Both in the present time and in the future,
there are many challenging problems facing the antenna scientists and engineers.

Advances made in computer technology during the 1960s–1980s have had a major impact
on the advance of modern antenna technology, and they are expected to have an even greater
influence on antenna engineering in the 21st century and beyond. Beginning primarily in
the early 1960s, numerical methods were introduced that allowed previously intractable
complex antenna system configurations to be analyzed and designed very accurately. While
in the past antenna design may have been considered a secondary issue in overall system
design, today it plays a critical role. In fact, many system successes rely on the design
and performance of the antenna. Also, while in the first half of the 20th century antenna
technology may have been considered almost a trial-and-error operation, today it is truly
an engineering art. Analysis and design methods are such that antenna system performance
can be predicted with remarkable accuracy. In fact, many antenna designs proceed directly
from the initial design stage to the prototype without intermediate testing. The level of
confidence has increased tremendously.

1.2 Radiation Mechanism

Now let us explain the mechanism by which the electric lines of force are detached from
the antenna to form the free-space waves. Figure 1.1(a) shows the lines of force created
between the arms of a small center-fed dipole in the first quarter of the period during
which the charge has reached its maximum value (assuming a sinusoidal time variation)
and the lines have traveled outwardly a radial distance λ/4. During the next quarter of
the period, the original lines travel an additional λ/4 (a total of λ/2 from the initial point)
and the charge density on the conductors begins to diminish. This can be thought of as
being accomplished by introducing opposite charges, which at the end of the first half of
the period have neutralized the charges on the conductors. The lines of force created by the
opposite charges travel a distance λ/4 during the second quarter of the first half and they
are shown as dashed lines in Figure 1.1(b). The end result is that there are lines of force
pointed upward in the first λ/4 distance and the same number of lines directed downward in
the second λ/4. Since there is no net charge on the dipole, the lines of force must have been
forced to detach themselves from the conductors and to unite together to form closed loops
as shown in Figure 1.1(c). In the remaining second half of the period, the same process
is followed but in the opposite direction. After that, the process continues and forms the
propagation of electromagnetic wave.

1.3 Two Kinds of Linear Elementary Sources and Huygens’ Planar Element[8]

In antenna problems, one is interested in determining the fields at points remote from
the source. One type of the elementary source is the infinitesimal dipole, which may form
the wire radiator. The wire radiator could be an electric current source, a fictitious electric



1.3 Two Kinds of Linear Elementary Sources and Huygens’ Planar Element 3

(a) t = T/4(T = period)

(b) t = T/2(T = period)

(c) t = T/2(T = period)

λ/4

λ/2

Figure 1.1 Formation and detachment of electric field lines for a short dipole.

(After Balanis [7], c© 1997 Wiley)

current source or a fictitious magnetic source. The far field generated by them may be
obtained by integrating the contributions of the infinitesimal dipoles along the wire. It is
suggested that we should have the solution of an electric infinitesimal dipole first. The
solution of the magnetic one then can be obtained by the duality. For an aperture antenna
such as a horn, to calculate the far field by electric current, it is necessary to know the
current distribution on all the walls of the horn, including the currents on the feeder. It
is quite complicated. Alternatively one may use the equivalence principle. Usually the
current on the outer wall is negligible. Based on this principle, the radiated fields may
be calculated by using the fictitious electric and magnetic currents, that is the tangential
electric and magnetic fields on the aperture. The elementary planar source on the aperture
is the Huygens’ element formed by a pair of orthogonal fictitious infinitesimal electric and
magnetic dipoles.

1.3.1 Radiation Fields Generated by an Infinitesimal Electric Dipole

Consider the Maxwell’s equations
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∇× E =−jωμH

∇× H= jωεE + J
(1.3.1)

Introduce
HA =

1
μ
∇× A (1.3.2)

where A is called the magnetic vector potential and subscript A indicates the field due to
A. Substituting (1.3.2) into the first equation of (1.3.1) results in

∇× (EA + jωA) = 0 (1.3.3)

From the vector identify
∇× (−∇Φe) = 0 (1.3.4)

and (1.3.3), it follows that
EA = −jωA−∇Φe (1.3.5)

The scalar function Φe represents an arbitrary electric scalar potential, which is a function
of position. Introducing the Lorentz condition ∇ ·A = −jωεμΦe, (1.3.5) becomes

EA = −jωA− j
∇∇ ·A

ωεμ
(1.3.6)

Substituting (1.3.2), (1.3.6) into the second equation of (1.3.1) reduces it into

∇×∇× A − k2A = ∇∇ · A + μJ (1.3.7)

Using the vector identity ∇×∇× A = ∇(∇ ·A) −∇2A, (1.3.7) reduces to

∇2A + k2A = −μJ (1.3.8)

where k2 = ω2εμ. The above equation is called the Helmholtz equation. To solve (1.3.8), let
us assume that a source with current density Jz, which in the limit is an infinitesimal source,
is located at the origin of a Cartesian coordinate system as shown in Figure 1.2. Since the
current density is directed along the z-axis, only an Az component will exist. Thus we can
write (1.3.8) as

∇2Az + k2Az = −μJz (1.3.9)

z

r(x,y,z)

r ’(x ’, y ’,z ’)
y

x

φ

θ

Figure 1.2 Coordinate system for point source at origin.



1.3 Two Kinds of Linear Elementary Sources and Huygens’ Planar Element 5

At points outside the source (Jz=0), the wave equation reduces to

∇2Az + k2Az = 0 (1.3.10)

Since in the limit the source is a point, it requires that Az is not a function of direction(θ
and φ), that is, Az = Az(r). Thus (1.3.10) may be written as

∇2Az(r) + k2Az(r) =
d2Az(r)

dr2
+

2
r

dAz(r)
dr

+ k2Az(r) = 0

which has two independent solutions

C1
e−jkr

r
, C2

ejkr

r

We shall choose the outward wave as the solution

Az = C1
e−jkr

r
(1.3.11)

In the static case (k = 0) and with the presence of the source, we have

∇2Az = −μJz (1.3.12)

which has the solution
Az =

C1

r
(1.3.13)

This equation is the well known Poisson’s equation. For electric potential Φe and charge
density ρ, it has the following form and solution

∇2Φe = −ρ

ε
(1.3.14)

Φe =
1

4πε

∫∫∫
V

ρ

r
dv′ (1.3.15)

Since equations of Az and Φe have the same form, we have the solution for Az as

Az =
μ

4π

∫∫∫
V

Jz

r
dv′ (1.3.16)

The same solutions can be obtained for Ax, Ay with the source Jx and Jy. The time-varying
solution can be obtained by multiplying the static solution by exp(−jkr) as shown in (1.3.11)
and (1.3.13), thus allowing us to write the time-varying solution in vector form

A =
μ

4π

∫∫∫
V

J
e−jkr

r
dv′ (1.3.17)

If J represents linear density (m−1), then (1.3.17) reduces to surface integral

A =
μ

4π

∫∫
S

Js
e−jkr

r
ds′ (1.3.18)

If Ie represents current, then (1.3.18) reduces to line integrals of the form

A =
μ

4π

∫
C

Ie
e−jkr

r
dl′ (1.3.19)
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When the source point r′(x′, y′, z′) is not at the origin, the distance between source point
r′(x′, y′, z′) and field point r(x, y, z) will be

R(x′, y′, z′|x, y, z) = r(x, y, z) − r′(x′, y′, z′)

In the above equations, r should be replaced by R.
Next, let us consider an infinitesimal electric dipole located at the origin along z axis,

with a constant linear current I and length l. From (1.3.19)

A = âz
μI

4πr
e−jkr

∫ l/2

−l/2

dz′ = âz
μIl

4πr
e−jkr (1.3.20)

In this case, Ax = Ay = 0, so Ar = Az cos θ, Aθ = −Az sin θ. From (1.3.2) and (1.3.6), we
have

Hr =Hθ = Eφ = 0 (1.3.21)

Hφ = j
kIl sin θ

4πr

[
1 +

1
jkr

]
e−jkr (1.3.22)

Er = η
Il cos θ

2πr2

[
1 +

1
jkr

]
e−jkr (1.3.23)

Eθ = jη
kIl sin θ

4πr

[
1 +

1
jkr

− 1
(kr)2

]
e−jkr (1.3.24)

when kr � 1, in the above solutions, the last terms dominate. As a consequence, Er and Eθ,
are in time-phase but they are in time phase quadrature with Hφ; therefore there is no time-
average power flow associated with them. This region is called the reactive near field region.
On the contrary, where kr � 1 (r � λ) the first terms dominate. In addition, because Er

is proportional to 1/r2, Eθ to 1/r, Er will be smaller than Eθ and can be neglected. Then
(1.3.21)–(1.3.24) reduce to

Eθ ≈−jωAθ = jη
kIle−jkr

4πr
sin θ (1.3.25)

Er ≈Eφ = Hr = Hθ = 0 (1.3.26)

Hφ ≈ Eθ

η
(1.3.27)

where η =
√

μ0/ε0 = 120π = 377 ohms is the wave impedance in free space. The E- and
H- field components are perpendicular to each other, transverse to the radial direction of
propagation, and the r variations are separable from those of θ and φ. The shape of the
pattern is not a function of r, and the fields form a transverse electromagnetic (TEM) wave,
Eθ and Hφ are in phase. In contrast to the reactive fields, these fields are radiation ones.

From the above results, we can see that the condition kr � 1 also allows the neglecting
of Er components which are proportional to 1/r2 and 1/r3. If we use “keeping only 1/r

terms” as the criterion for the far field, it can be proved from (1.3.2) and (1.3.6) that the
following relationship holds

E = −jωAθâθ, H = âr × E
η

(1.3.28)

Example 1.1:
The radiating field by finite length electric dipole is shown in Figure 1.3. Assume that
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the electric current on the dipole is Ie(0, 0, z′) = âzIe. The finite dipole antenna is subdi-
vided into a number of infinitesimal dipoles of length Δz′. As the number of subdivisions
is increased, each infinitesimal dipole approaches the length of dz′. Because the fields are
symmetrical about z, only the zoy plane is considered. To calculate the field at the obser-
vation point P , all contributions from the infinitesimal dipoles are summed. Actually the
superposition is the interference of waves with different electrical phase, assumed to be in
phase, and space phase kd. The path-length difference d = |r−R|, where |R| is the distance
between field point P and the source point, and |r| is the distance between the field point
P and the origin.

z

R
P

r

y

dz ’

z ’

r’

θ

d = |r −R|

l−
2

l−
2

Figure 1.3 Finite electric dipole geometry.

Solution:

From Figure 1.3
R2 − r2 = (R − r)(R + r) = (z′)2 − 2rz′ cos θ

let R + r ≈ 2r, we have[9]

d = − (z′)2

2r
+ z′ cos θ (1.3.29)

To reduce the mathematical complexities, it will be assumed that the dipole has a neg-
ligible diameter (ideally zero). This is a good approximation provided the diameter is
considerably smaller than the operating wavelength.

Based on the above statement and (1.3.25), (1.3.29), we have

Eθ =
∫ l/2

−l/2

dEθ =
jηke−jkr

4πr
sin θ

[∫ l/2

−l/2

Ie(x′, y′, z′)e−jk(z′)2/(2r)ejkz′ cos θdz′
]

=AF1F2 = AF

(1.3.30)

where A = jηk exp(−jkr)/(4πr) is a constant, F1 = sin θ, F = F1F2
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F2 =
∫ l/2

−l/2

Ie(x′, y′, z′)e−jk(z′)2/(2r)ejkz′ cos θdz′ (1.3.31)

F2 is called the Fresnel transform. The region corresponding to the approximation in
(1.3.29) is called the Fresnel radiation field region. The usual requirement for the far field
pattern is that the maximum error in path length due to finite range is less than λ/16 for
radiation from all parts of the wire. For the length of l, the criterion becomes l2/8r < λ/16
or

r >
2l2

λ
(1.3.32)

For this approximation, we only keep the second term in (1.3.29). Therefore d is the
projection of the source vector r′ onto r. Consequently, (1.3.31) reduces to

F2 =
∫ l/2

−l/2

Ie(x′, y′, z′)ejkz′ cos θdz′ (1.3.33)

The region corresponding to (1.3.32) is called the Fraunhofer radiation field region or far
field region. It can be seen from (1.3.33) that the current distribution and the far field are
a Fourier transform pair. The path length difference being kz′ cos θ shows that it is the
parallel ray approximation. The phase compensation in (1.3.33) may be considered as the
physical meaning of Fourier transform being focused at infinity.

The boundaries for separating the far-field (Fraunhofer), the radiating near-field (Fresnel)
and the reactive near-field regions are not very rigid. There are some different criteria. Also
the fields, as the boundaries from one region to the other are crossed, do not change abruptly
but undergo a very gradual transition.

Usually the radiation property characterized by (1.3.30) is described as a radiation pattern
or antenna pattern, which is defined as “a mathematical function or a graphical representa-
tion of the radiation properties of the antenna as a transform of the directional coordinates.”
In fact, the radiation pattern F may be written as

F = F1F2 (1.3.34)

where F1 is the element factor and F2 in (1.3.33) is the space factor. Both of them are
independent of r, but F2 as defined in (1.3.31) is not. (1.3.34) is referred to as the pattern
multiplication. For this antenna, the element factor is the radiation pattern of a unit length
infinitesimal dipole. The radiation pattern sin θ is not due to interference, but due to the
coordinate projection. However, the space factor is due to the interference. The element
factor itself could be the radiation of an arbitrary antenna, where the same antennas are
used to form a uniform linear array and the space factor is the array factor. This problem
will be discussed later.

For a half wavelength dipole (l = λ/2) along z, the current distribution is a cosine function

Ie(0, 0, z′) = cos
(π

l
z′

)
= cos(kz′), − l

2
� z′ � l

2
The space factor F2 is given by

F2 =
∫ l/2

−l/2

cos(kz′) exp(jkz′ cos θ)dz′ =
2
k

cos(π cos θ/2)
sin2 θ

The radiation pattern for this popular half wavelength dipole is

F = F1F2 =
2
k

cos(π cos θ/2)
sin θ



1.3 Two Kinds of Linear Elementary Sources and Huygens’ Planar Element 9

1.3.2 Radiation Fields Generated by an Infinitesimal Magnetic Dipole

Although magnetic currents appear to be physically unrealizable, equivalent magnetic
currents appear when we use the equivalence theorem. We may introduce the vector poten-
tial F and magnetic scalar potential Φm, to find the solutions HF and EF . Following the
same procedure for the electric source (J�=0,M=0), we may have a set of equations for the
magnetic source (J = 0, M �= 0). They are listed in Table 1.1.

Table 1.1 Equations for electric (J) and magnetic (M) current sources.

Electric Sources (J �= 0, M = 0) Magnetic Sources (J = 0, M �= 0)

∇× EA = −jωμHA ∇× HF = jωεEF

∇× HA = J + jωεEA −∇× EF = M + jωμHF

∇2A + k2A = −μJ ∇2F + k2F = −εM

A =
μ

4π

∫∫∫
V

J
e−jkR

R
dv′ F =

ε

4π

∫∫∫
V

M
e−jkR

R
dv′

HA =
1

μ
∇× A EF = −1

ε
∇× F

EA = −jωA − j
1

ωμε
∇(∇ · A) HF = −jωF− j

1

ωμε
∇(∇ · F)

E = EA + EF

H = HA + HF

When two equations that describe the behavior of two different variables are of the same
mathematic form, their solutions will also be identical. The variables in the two equations
that occupy identical positions are known as dual quantities and a solution of one can be
obtained by a systematic interchange of symbols to the other. This concept is known as the
duality theorem. The dual quantities in Table 1.1 are listed in Table 1.2.

Table 1.2 Dual quantities for electric (J) and magnetic (M) current sources.

Electric Sources (J �= 0, M = 0) Magnetic Sources (J = 0, M �= 0)

EA HF

HA −EF

J M
A F
ε μ
μ ε
k k
η 1/η

1/η η

According to the duality theorem, from (1.3.25) and (1.3.26) we may find the solution for
the z-directed infinitesimal magnetic dipole Iml as

Hθ ≈−jωFθ = je−jkr 1
η

kIml

4πr
sin θ (1.3.35)

Hr ≈HΦ = Er = Eθ = 0 (1.3.36)

EΦ ≈−ηHθ (1.3.37)

For the finite length magnetic dipole, based on the duality and (1.3.33)

F2 =
∫ l/2

−l/2

Im(x′, y′, z′)ejkz′ cos θdz′ (1.3.38)
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If the current is uniformly distributed, with unit amplitude, that is Im = 1/l, then

F2 =
sin (kl cos θ/2)

kl cos θ/2
(1.3.39)

F =F1F2 = sin θ
sin (kl cos θ/2)

kl cos θ/2
(1.3.40)

Now let us consider a magnetic current loop with unit amplitude and cosnφ′ current
distribution which is shown in Figure 1.4. Unlike the linear antenna, for a loop antenna,
the radiation pattern of the infinitesimal dipoles is a function of source point coordinate φ′.
Therefore in the field solution, it is impossible to separate the element factor and the space
factor. Following Table 1.1, (1.3.28) and the duality principle, we have

HF = −jω(Fθâθ + Fφâφ)

EF = ηHF × âr = jωη(−Fφâθ + Fθâφ)

z

r

R

y

S

a

aφ’^
r ’

φ ’
φ

θ

Figure 1.4 Magnetic current loop geometry (S denotes the source point).

From (1.3.19), the duality principle and the far field approximation similar to (1.3.33), we
have

F =
εe−jkr

4π

∫
C

âφ′ cosnφ′ e
jkd

r
dl′ =

εe−jkr

4πr

∫ 2π

0

âφ′ cosnφ′ejkdadφ′

where âφ′ is the unit tangential vector of the loop at S, d = a sin θ cos(φ′−φ) is the projection
of the source vector r′ on r. Based on the coordinate transformation

âφ′ = sin θ sin(φ − φ′)âr + cos θ sin(φ − φ′)âθ + cos(φ − φ′)âφ

we have

Eθ,n =−jωηFφ = −j
ae−jkr

2λr

∫ 2π

0

cosnφ′ cos(φ′ − φ)ejka sin θ cos(φ′−φ)dφ′ (1.3.41)

Eφ,n = jωηFθ = −j
ae−jkr

2λr

∫ 2π

0

cosnφ′ cos θ sin(φ′ − φ)ejka sin θ cos(φ′−φ)dφ′ (1.3.42)
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The integrals may be carried out by the integral representation of Bessel function∫ 2π

0

ejx cos(φ′−φ)

[
cos(φ′ − φ)
sin(φ′ − φ)

]
cosnφ′dφ′

= jn+1π[Jn+1(x) ∓ Jn−1(x)]
[

cosnφ

sin nφ

] (1.3.43)

where Jn+1(x) and Jn−1(x) are the first kind Bessel functions of order n + 1 and n − 1
respectively. Then, (1.3.41) and (1.3.42) reduce to

Eθ,n = jn aπe−jkr

2λr
cosnφ [Jn+1(ka sin θ) − Jn−1(ka sin θ)] (1.3.44)

Eφ,n = jn aπe−jkr

2λr
sin nφ cos θ [Jn+1(ka sin θ) + Jn−1(ka sin θ)] (1.3.45)

If the magnetic current loop is placed on an infinite ground plane, formulas (1.3.44) and
(1.3.45) should be multiplied by factor 2. These new formulas give the radiation fields of a
circular microstrip patch antenna with the cavity mode approximation that will be discussed
in Chapter 3.

1.3.3 Radiation Fields Generated by Huygens’ Planar Element

Consider an aperture on the xoy plane shown in Figure 1.5. If there are both a tangential
electric field and a tangential magnetic field, to find the radiation field according to the
equivalence principle, we should use both the electric current Js = n̂×H and the magnetic
current Ms = E× n̂ as the sources. The solution may be obtained by combining the results
in Sections 1.3.1 and 1.3.2. Consider the differential element dx, dy and the tangential
field on the aperture to be Ex, Hy. The relationship between Ex and Hy is assumed
to be Hy = Ex/η. The surface current densities are Jx = −Hy = −Ex/η and My = −Ex

respectively. They form the infinitesimal electric dipole (Jxdy)dx and infinitesimal magnetic
dipole (Mydx)dy. This differential element is called the Huygens’ planar element. The
radiation fields of this element are generated by a pair of orthogonal electric and magnetic
dipoles. The total field dE, dH generated by the differential element will be the superposition
of two dipoles

z

dy

y

dx

x

φ

θ

Ex

Hy
0

0

Figure 1.5 Huygens’ planar element.
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dE = dEA + dEF , dH = dHA + dHF

In our case
dEθ = dEθ,A + dEθ,F , dEφ = dEφ,A + dEφ,F

From (1.3.28) and the duality principle

dEθ,A =−jωAθ = −jωAx cosφ cos θ

dHθ,F =−jωFθ = −jωFy sin φ cos θ

dEφ,A =−jωAφ = jωAx sin φ

dHφ,F =−jωFφ = −jωFy cosφ

From (1.3.20) and the duality principle

Ax =
μ(Jxdy)dx

4πr
e−jkr = −μEo

xdxdye−jkr

η4πr

Fy =
ε(Mydx)dy

4πr
e−jkr = − εEo

xdxdye−jkr

4πr

Finally we have

dEθ =dEθ,A + dEθ,F = dEθ,A + ηdHφ,F

=
jEo

xdxdye−jkr

2λr
(cosφ cos θ + cosφ) (1.3.46)

dEφ =dEφ,A + dEφ,F = dEφ,A − ηdHθ,F

=
−jEo

xdxdye−jkr

2λr
(sin φ + sin φ cos θ) (1.3.47)

dHφ = dEθ/η, dHθ = −dEφ/η (1.3.48)

It is interesting to note that, compared with the radiation fields generated by infinitesi-
mal electric or magnetic dipole alone, the radiation fields of Huygens’s planar element are
no longer omnidirectional but unidirectional. This is a result of the Huygens equivalence
principle. The total field from an aperture Eθ will be

Eθ or φ =
∫

dEθorφ = A · F1F2 (1.3.49-a)

A =
je−jkr

2λr
(1.3.49-b)

F1 =(cosφ cos θ + cosφ), for Eθ

F1 =−(sinφ + sin φ cos θ), for Eφ (1.3.50-a)

F2 =
∫∫

S

E0
x(x′, y′)ejkr′ cos ψds′ (1.3.50-b)

Similar to (1.3.33), (1.3.38), r′ cosψ is the projection of r′ onto r, ψ is the angle between
r′ and r as shown in Figure 1.6. The path length difference r′ cosψ may be calculated as

r′ cosψ = r′ · âr = x′ sin θ cosφ + y′ sin θ sin φ
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z

b

a y

x

r

ψ

θ

θ ’

φ ’

φ

dx ’dy ’
(x  ’, y  ’)

Figure 1.6 Rectangular aperture.

As an example, let us consider a rectangular aperture with both the equivalent electric
and magnetic current distribution

Ms = −âyE0
x, Js = −âxE0

x/η,

{ −a/2 � x′ � a/2
−b/2 � y′ � b/2

Ms = 0, Js = 0, elsewhere

Based on (1.3.49-a)–(1.3.50-b)

Eθ =A cosφ(1 + cos θ) · F2 (1.3.51)

Eφ =−A sinφ(1 + cos θ) · F2 (1.3.52)

F2 =
∫ b/2

−b/2

∫ a/2

−a/2

E0
xejkx′ sin θ cos φejky′ sin θ sin φdx′dy′ (1.3.53)

=E0
x · ab · sin X

X
· sin Y

Y
(1.3.54)

where X = (ka sin θ cosφ)/2 , Y = (kb sin θ sin φ)/2.
In some cases, the equivalent currents may be only one current by making a judicious

choice of the equivalent model. For example, if in Figure 1.6, the rectangular aperture is on
an infinite electric ground plane, the equivalent model may be chosen as equivalent electric
current to be zero everywhere, the magnetic current to be Ms = −âx2E0

x and zero elsewhere.
Consequently, in (1.3.46), (1.3.47), we should delete the first term. For the case of electric
current only, we should delete the second term.

In the above derivation, we assumed the relationship between E0
x and H0

x on the aperture
simply to be E0

x = ηH0
y . In some practical problems, it is necessary to find a more precise

result. For example when concerned with the fields on the open waveguide aperture, if we
only consider the dominant mode in waveguide, according to the waveguide theory

E0
x =

ωμ0

γ

1 + Γ
1 − Γ

H0
y = ξηH0

y
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where

ξ =
k

γ

1 + Γ
1 − Γ

k = 2π/λ, γ = 2π/λg, λg is the wavelength in the waveguide and Γ is the reflection coefficient
of the aperture, usually it may be measured. In that case, we should place the coefficient ξ

before the second term in (1.3.46), (1.3.49-b).
The linear source may be considered as the limit case of the aperture source. For example,

for y-directed linear source, that is, ka → 0, (1.3.52) reduces to F2 = E0
x sin Y/Y .

1.4 Fundamental Parameters of Antennas

1.4.1 Radiation Pattern

Various parts of a radiation pattern are referred to as lobes, which may be subclassified
into major or main, minor, side, and back lobes.

Figure 1.7(a) demonstrates a symmetrical three-dimensional polar pattern with a number
of radiation lobes. Some are of greater intensity than others, but all are classified as lobes.

First null beam width
(FNBW)

Major lobez

Half-power beam width
(HPBW)

Side lobe

Minor
lobes y

Back
lobeMinor

lobes
x (a)

Radiation intensity
Major lobeHPBW

Side lobe
Minor lobes

FNBW

Back lobe

−π −π/2 π/2O π

(b)

Figure 1.7 (a) Radiation lobes and beamwidths of an antenna pattern, (b) Linear plot of power pattern

and its associated lobes and beamwidths. (After Balanis [7], c© 1997 Wiley)
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Figure 1.7(b) shows a linear two-dimensional plot of the power pattern [one plane of Figure
1.7(a)] where the same pattern characteristics are indicated.

A major lobe, also called main beam, is defined as “the radiation lobe containing the
direction of maximum radiation.” In Figure 1.7 the major lobe is pointing at the θ = 0
direction. A minor lobe is any lobe except the major lobe. A side lobe is “a radiation lobe
in any direction other than the intended lobe.” (Usually a side lobe is adjacent to the main
lobe and occupies the hemisphere in the direction of the main beam. A back lobe is “a
radiation lobe whose axis makes an angle of approximately 180o with respect to the main
beam of an antenna.” It refers to a minor lobe that occupies the hemisphere in a direction
opposite to that of the major (main) lobe.

Minor lobes usually represent radiation in undesired directions, and they should be min-
imized. Side lobes are normally the largest of the minor lobes. The level of minor lobes
is usually expressed as a ratio of the power density to that of the major lobe. This ratio
is often termed the side lobe ratio or side lobe level (SLL). Side lobe levels of −20dB or
lower are desirable in most applications. Half-power beam width (HPBW) and first null
beam width (FNBW) are illustrated in Figure 1.7 and usually they are given in degrees.
Attainment of a side lobe level lower than −30dB usually requires very careful design and
construction. A side lobe level lower than −40dB is considered to be an ultra low side lobe
level and is difficult to achieve. In most systems, a low side lobe level is very important, to
minimize false target indications through the side lobes.

In most cases, the radiation pattern is determined in the far-field region (Fraunhofer). In
the radiating near-field region (Frensnel), the radiation pattern is different due to the square
phase error as shown in Figure 1.8.

1.4.2 Directivity and Gain

The directivity of an antenna is defined as “the ratio of the radiation intensity U in a
given direction from the antenna to the radiation intensity averaged over all directions. The
average radiation intensity is equal to the total power Prad radiated by the antenna divided
by 4π. If the direction is not specified, the direction of maximum radiation intensity is
implied.” Stated more simply, the directivity of a nonisotropic source is equal to the ratio of
its radiation intensity U in a given direction over the radiation intensity U0 of an isotropic
source. In mathematical form, it can be written as

D =
U

U0
(1.4.1)

According to the definition, Prad =
∫◦∫

Ω
UdΩ. For an isotropic source, U = U0 is independent

of θ, φ, thus Prad =
∫◦∫Ω U0dΩ = 4πU0, and

U0 =
Prad

4π
(1.4.2-a)

U may be computed by

U =
4πr2(|E|2 /2η)

4π
=

r2

2η
|E|2 =

r2|E|2
2 × 120π

(1.4.2-b)

where E represents the peak value of the far-zone electric field of the antenna. Substituting
(1.4.2-a). (1.4.2-b) into (1.4.1) results in

D =
U

U0
=

4πU

Prad
=

r2|E|2
60Prad

(1.4.3)
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Figure 1.8 The radiation pattern in different regions.

Alternatively, let the radiation intensity of an antenna be of the form

U = B0f
2(θ, φ) (1.4.4)

where B0 is a constant. The total radiated power is found using

Prad =
∫∫
©
Ω

B0f
2(θ, φ)dΩ (1.4.5)
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We now write the general expression for the directivity and maximum directivity using
(1.4.4) and (1.4.5), respectively as

D(θ, φ)=4π
F (θ, φ)∫ 2π

0

∫ π

0

F (θ, φ) sin θdθdφ

(1.4.6)

Dmax = D0 =4π
F (θ, φ)|max∫ 2π

0

∫ π

0

F (θ, φ) sin θdθdφ

=
4π

ΩA
(1.4.7)

where F (θ, φ) = f2(θ, φ), ΩA is the beam solid angle and is defined as the solid angle through
which all the power of the antenna would flow if its radiation intensity is constant and equal
to the maximum value of U for all angles within ΩA.

Instead of using the exact expression of (1.4.7), it is often convenient to derive simpler
approximate expressions to compute the directivity. For antennas with a narrow major lobe
and negligible minor lobes, the beam solid angle is approximately equal to the product of
the half-power beam widths in two perpendicular planes. With this approximation, (1.4.7)
can be approximated by

D0 =
4π

ΩA
≈ 4π

θ1rθ2r

where
θ1r=half-power beamwidth in one plane (rad)
θ2r=half-power beamwidth in a plane at a right angle to the other (rad)

If the beamwidths are known in degrees, then

D0 ≈ 4π(180/π)2

θ1dθ2d
=

41253
θ1dθ2d

=
C

θ1dθ2d
(1.4.8)

C may be different for different types of antennas. The suggested values are[10]:

Antenna Type C(deg2)

Uniform rectangular aperture 32,383
Cosine-uniform rectangular aperture such as open-ended waveguide 35,230
Uniform circular aperture 33,709
Circular aperture with a parabolic-on–a-12-dB-pedestal distribution 38,933
General use for practical antennas 26,000

For an aperture antenna, for example a rectangular aperture with in-phase field distri-
bution E0

x = Ex, we may write an alternative expression, which involves not the radiation
pattern but the fields on the direction of maximum radiation, φ = θ = 0◦, and then

Umax =
r2

2η
|E|2max (1.4.9-a)

From (1.3.51)–(1.3.54) where Ex is assumed to be real

|E|2max =

⎛
⎝ 1

λr

∫∫
S

Exds

⎞
⎠

2

=

⎛
⎝ 1

λr

∫∫
S

|Ex|ds

⎞
⎠

2

(1.4.9-b)
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Prad may be considered as the total radiation power on the aperture

Prad =
1
2η

∫∫
S

|Ex|2ds (1.4.10)

Formulas (1.4.3), (1.4.9-a), (1.4.9-b) and (1.4.10) yield an alternative expression of the
directivity

D0 =

4π

⎛
⎝∫∫

S

|Ex|ds

⎞
⎠

2

λ2

∫∫
S

|Ex|2ds
(1.4.11)

For uniform distribution, that is when |Ex| is a constant, we have

D0 =
4πS

λ2

with S being the physical aperture area. For other distributions

D0 = εap
4πS

λ2
(1.4.12)

where εap �1 is called the aperture efficiency and is related to C in (1.4.8).
Losses are represented by radiation efficiency er (0� er �1). Gain, G, is directivity

reduced by losses on the antenna structure

G = erD (1.4.13)

For electrically small antennas, er can be very small. For others, such as horn anten-
nas, er approaches 1. Exceptions are antennas that include lossy device, such as radomes,
cable/waveguide runs, filters, etc. Losses due to impedance mismatch are not included in
the definition of gain, but are often unavoidable. The term “realized gain” is used when
mismatch effects are included. Usually, such effects can be estimated and removed to obtain
gain. In many wireless applications, gain is expressed in units of dBd. Gain in dBd equals
gain in dB reduced by the 2.15dB, gain of the half-wave dipole reference antenna.

1.4.3 Polarization[7]

Polarization of a radiated wave is defined as “that property of an electromagnetic wave
describing the time varying direction and relative magnitude of the electric-field vector; spe-
cially, the figure traced as a function of time by the extremity of the vector at a fixed location
in space, and the sense in which it is traced, as observed along the direction of propaga-
tion.” Polarization then is the curve traced by the end point of the arrow representing the
instantaneous electric field. The field must be observed along the direction of propagation.
A typical trace as a function of time is shown in Figure 1.9(a) and (b). The polarization of
a wave received by an antenna is defined as the polarization of a plane wave, incident from
a given direction and having a given power flux density, which results in maximum available
power at the antenna terminals.

Polarization may be classified as linear, circular, or elliptical. If the vector that describes
the electric field at a point in space as a function of time is always directed along a line, the
field is said to be linearly polarized. If the figure that the electric field traces is an ellipse,
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Figure 1.9 Rotation of a plane electromagnetic wave and its polarization ellipse

at z = 0 as function of time.

and the field is said to be elliptically polarized. Linear and circular polarizations are spe-
cial cases of elliptical, and they can be obtained when the ellipse becomes a straight line
or a circle, respectively. When the electric field is traced in a clockwise (CW) direction,
that is, the rotation of the electric field vector and the direction of the wave propagation
form a right-handed screw, it is called right-hand polarization, while in a counterclockwise
(CCW), left-hand polarization. The polarization is usually resolved into a pair of orthogonal
polarizations, the co-polarization and cross polarization.
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The instantaneous field of a plane wave, travelling in the negative z direction shown in
Figure 1.9, can be written as

E(z; t) = âxEx(z; t) + âyEy(z; t) (1.4.14)

The instantaneous components are related to their complex counterparts by

Ex(z; t)=Re
[
Exoe

j(ωt+kz+φx)
]

=Ex0 cos(ωt + kz + φx) (1.4.15)

Ey(z; t)=Re
[
Eyoe

j(ωt+kz+φy)
]

=Ey0 cos(ωt + kz + φy) (1.4.16)

where Ex0 and Ey0 are, respectively, the maximum magnitudes of the x and y components.

Linear Polarization

For the wave to have linear polarization, the time-phase difference between the two compo-
nents must be

Δφ = φy − φx = nπ, n = 0, 1, 2, 3, · · · (1.4.17)

Circular Polarization

Circular polarization can be achieved only when the magnitudes of the two components are
the same and the time-phase difference between them is odd multiples of π/2. That is,

|Ex| = |Ey| ⇒ Ex0 = Ey0 (1.4.18)

Δφ = φy − φx = +(1/2 + 2n)π, n = 0, 1, 2, · · · , for CW (1.4.19)

Δφ = φy − φx = −(1/2 + 2n)π, n = 0, 1, 2, · · · , for CCW (1.4.20)

If the direction of wave propagation is reversed (i.e., +z direction), the phase in (1.4.19)
and (1.4.20) for CW and CCW rotation must be interchanged.

Elliptical Polarization

Elliptical polarization can be obtained when the time-phase difference between the two
components is odd multiples of π/2 and their magnitudes are not the same or when the time-
phase difference between the two components is not equal to multiples of π/2 (irrespective
of their magnitudes). That is, when

Δφ = φy − φx = +
(

1
2

+ 2n

)
π, n = 0, 1, 2, · · · , for CW (1.4.21)

Δφ = φy − φx = −
(

1
2

+ 2n

)
π, n = 0, 1, 2, · · · , for CCW (1.4.22)

|Ex| �= |Ey| ⇒ Ex0 �= Ey0

or

Δφ = φy − φx �= ±n

2
π > 0, n = 0, 1, 2, · · · , for CW (1.4.23)

Δφ = φy − φx �= ±n

2
π < 0, n = 0, 1, 2, · · · , for CCW (1.4.24)
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For elliptical polarization, the curve traced at a given position as a function of time is a
tilted ellipse, as shown in Figure 1.9(b). The ratio of the major axis to the minor axis is
referred to as the axial ratio (AR), and it is equal to

γ =
major axis
minor axis

=
OA

OB
, 1 � γ � ∞ (1.4.25)

where γ denotes the axial ratio (AR),

OA =
{

1
2

[
E2

x0 + E2
y0 +

(
E4

x0 + E4
y0 + 2E2

x0E
2
y0 cos(2Δφ)

)1/2
]}1/2

(1.4.26)

OB =
{

1
2

[
E2

x0 + E2
y0 −

(
E4

x0 + E4
y0 + 2E2

x0E
2
y0 cos(2Δφ)

)1/2

]}1/2

(1.4.27)

The tilt of the ellipse, relative to the y axis, is represented by the angle τ given by

τ =
π

2
− 1

2
tan−1

[
2Ex0Ey0

E2
x0 − E2

y0

cos(Δφ)

]
(1.4.28)

When the ellipse is aligned with the principal axes [τ=nπ/2, n=0,1,2,· · · ], the major
(minor ) axis is equal to Ex0(Ey0) or Ey0(Ex0) and the axial ratio is equal to Ex0/Ey0 or
Ey0/Ex0.

Figure 1.10 gives an example of the realization of circular polarization. In front of the
aperture of the horn, there is a polarizer. On aperture A, Ex may be divided into two
orthogonal components Eu and Ev. They are in phase and in the same amplitude. The
polarizer may provide a different phase constant to Eu and Ev. With proper design, on
aperture B, Eu and Ev will be in 90◦ phase difference and the same amplitude. Therefore
the wave radiated from aperture B will be a circular polarization wave.

x B

A

y

Waveguide

Horn antenna

Polarizer

Ey
Ex

Eu Ev

Ex

Ev

A
A

A

B

B

BB

Figure 1.10 An example of the realization of circular polarization.

Alternatively, E(z, t) in (1.4.14) may be expressed by the superposition of circular polar-
ization orthogonal vectors

E(z, t) = Re
[
(âRER + âLEL)ej(ωt+kz)

]
(1.4.29)

where
âR =

1√
2
(âx + jây), âL =

1√
2
(âx − jây) (1.4.30)
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ER, EL are complex scalars. Based on (1.4.30) and considering only the relative phase
between ER and EL, assuming that ER is with zero phase and EL is with the phase of −θ,
(1.4.29) yields

E(z, t) =
1√
2

Re
{
[(EL + ER) âx + j (ER − EL) ây] ej(ωt+kz)

}
(1.4.31)

where ER = |ER| and EL = |EL| exp(jθ). From (1.4.31), we have both X and Y components
that are functions of ωt, X = f(ωt) and Y = g(ωt). After eliminating ωt, we have the ellipse
equation. The alternative representation of E(z, t) gives a clearer picture of the polarization
properties. For example, it is easy to see that the axial ratio γ will be

γ =
|ER| + |EL|
|ER| − |EL| =

1 + |Γ|
1 − |Γ| , |ER| > |EL| (1.4.32-a)

where
Γ =

EL

ER
=

|EL|
|ER|e

jθ =
|EL|
|ER|e

j2τ ′
(1.4.32-b)

τ ′ = θ/2 is the tilt of the ellipse, relative to the x axis measured counterclockwise, and
τ = (π/2) − τ ′ is the tilt of the ellipse, relative to the y axis measured clockwise as shown
in Figure 1.9. From (1.4.14)–(1.4.16) and (1.4.31) we have

ξ =
ER − EL

ER + EL
=

1 − Γ
1 + Γ

=−j
Ey0

Ex0
ejΔφ =

Ey0

Ex0
ej(Δφ− π

2 ) (1.4.33)

From (1.4.32-a,b)–(1.4.33), it is seen that γ, Γ and ξ correspond to the standing wave ratio,
reflection coefficient and normalized input admittance of a transmission line. Therefore the
relationship between state of orthogonal source ξ = Ey0 exp (j(Δφ − π/2)) /Ex0 and that of
polarization Γ = EL/ER is a bilinear transformation as shown in (1.4.33). In applications, it
is desirable to know how to adjust the antenna in order to satisfy the required polarization.
Through measurement, we may obtain the state of polarization Γ and based on (1.4.33),
we get the state of source ξ. Sometimes, we know the state of orthogonal source ξ and
wish to evaluate the state of polarization. The polarization chart may serve as a convenient
tool for these purposes. The construction of this chart is based on the same mathematical
relationship (1.4.33) as that of the Smith chart used for transmission lines.

Finally, we discuss the loss of the polarization. Let z = 0, t = 0 and define

E′
1 =(ER1 + EL1) âx + j (ER1 − EL1) ây

= |EL1| ej(ψL1+ψR1)/2 2
1 − γ1

[
(−γ1 cos τ ′

1 + j sin τ ′
1)âx

+(−γ1 sin τ ′
1 − j cos τ ′

1)ây

]
(1.4.34)

where subscript 1 denotes transmitting antenna No.1, γ1 is the axial ratio defined in (1.4.25)
and (1.4.32-a), τ ′

1 = (ψL1 − ψR1)/2, EL1 = |EL1|ejψL1 and ER1 = |ER1|ejψR1 . If the
receiving antenna No.2 is facing the main beam of transmitting antenna No.1 with the same
polarization, in (1.4.34), then taking antenna No.1 as the reference, γ should be with plus
sign

E′
2 = |EL2|ej(ψL2+ψR2)/2 2

1 + γ2

[
(γ2 cos τ ′

2 + j sin τ ′
2)âx

+(γ2 sin τ ′
2 − j cos τ ′

2)ây

]
(1.4.35)
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The received field is proportional to |E′
1 · E′

2| and the received power P is proportional to
|E′

1 · E′
2|2. From (1.4.34), (1.4.35) we have

p∝|E′
1 · E′

2|2
=A

[
(1 + γ1γ2)2 cos2(τ ′

1 − τ ′
2) + (γ1 + γ2)2 sin2(τ ′

1 − τ ′
2)

]
=

A

2
[
(1 + γ2

1 )(1 + γ2
2 ) + 4γ1γ2 + (1 − γ2

1)(1 − γ2
2) cos 2(τ ′

1 − τ ′
2)

]
=A(1 + γ2

1 )(1 + γ2
2 )

[
1
2

+
2γ1γ2

(1 + γ2
1 )(1 + γ2

2 )
+

(1 − γ2
1 )(1 − γ2

2 )
2(1 + γ2

1 )(1 + γ2
2 )

· cos 2(τ ′
1 − τ ′

2)
]

(1.4.36)

where A is a coefficient and will be eliminated by normalization. The normalizing of (1.4.36)
relative to the perfect matching yields the polarization loss factor (PLF) for co-polarization

Pco =
1
2

+
2γ1γ2

(1 + γ2
1 )(1 + γ2

2 )
+

1
2

(1 − γ2
1 )(1 − γ2

2 )
(1 + γ2

1 )(1 + γ2
2 )

cos 2(τ ′
1 − τ ′

2) (1.4.37)

It is observed for example, that for perfect circular co-polarization, γ1 = γ2 = 1, then Pco =
1. If the transmitting antenna and the receiving antenna are with orthogonal polarizations,
the PLF for cross-polarization is

Pcross =
1
2
− 2γ1γ2

(1 + γ2
1 )(1 + γ2

2 )
+

1
2

(1 − γ2
1 )(1 − γ2

2 )
(1 + γ2

1 )(1 + γ2
2 )

cos 2(τ ′
1 − τ ′

2) (1.4.38)

where subscript cross means cross-polarization.

Example 1.2:
The electric field of a left-hand polarization electromagnetic wave with γ1 = 4, τ ′

1 = 15◦ is
incident upon a right-hand polarization antenna with γ2 = 2, τ ′

2 = 45◦. Find the polarization
loss factor (PLF) Pcross

Solution:
From (1.4.38),

Pcross =
1
2
− 2(2)(4)

(1 + 4)(1 + 16)
+

1
2
· (1 − 4)(1 − 16)
(1 + 4)(1 + 16)

cos 2(45◦ − 15◦) = 0.44.

It means that the received power reduces to 44% of the received power in the case of perfect
polarization matching.

Example 1.3:
The measured parameters of the state of polarization are γ = 1.4, τ ′ = 37◦, determine

the state of source.

Solution:
According to (1.4.32-a) and (1.4.32-b), Γ = |Γ| ej2τ ′

= 0.17ej(2×37◦). From (1.4.33),

Ey

Ex
= j

1 − Γ
1 + Γ

= j
1 − 0.17(cos 740 + j sin 740)
1 + 0.17(cos 740 + j sin 740)

= 0.91ej720
.

This information is useful for adjusting the state of source, if the pure circular polarization
is desired.
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1.4.4 Characteristics and Parameters of an Antenna in Receiving Mode[7, 11, 12]

An antenna can also be used to capture (collect) electromagnetic waves and to extract
power from them when it is in the receiving mode. The main characteristics and the pa-
rameters are receiving pattern, inner impedance, gain and effective receiving area.

An antenna pattern in receiving mode viewed as either a mathematical function or a
graphical representation of the receiving properties of the antenna is a function of space
coordinates. For a receiving antenna, when it is excited it looks like a generator with an
inner impedance. This inner impedance is the same as the input impedance in transmission
mode. These characteristics are useful in establishing the relationship between antenna
parameters of an antenna in transmitting and in receiving modes, which will be discussed
later. They are also useful in some other cases. Measuring the radiation pattern is usually
not very convenient because of the heavy weight of the transmitter. As an alternative, we
may measure the pattern when the antenna is in the receiving mode. In order to enhance
the ratio of signal to interference in an adaptive antenna array, it is possible to get the nulls
of the receiving pattern at the directions of the interferences through adaptively weighting
the amplitude and phase for each antenna element. As we will see later, it is difficult to
obtain the pattern in receiving mode and as an alternative we may find the weights for the
desired pattern in transmitting mode.

Consider a half-wavelength dipole (2l = λ/2) shown in Figure 1.11. The current distribu-
tion is a cosine function. When a plane wave is incident upon the receiving antenna at angle
θ as is shown in Figure 1.11(a) and assuming that |E| = 1, the induced voltages on the two
differential elements dz1 and dz2 are duz1 = dz sin θejτ ′z cos θ and duz2 = dz sin θe−jτ ′z cos θ

respectively. The resultant induced voltage will be

duz =dz sin θ(ejτ ′z cos θ + e−jτ ′z cos θ)

=2 sin θ cos(τ ′z cos θ)dz (1.4.39)

z cos θ

θ

z
dz2 dz1

O
E

Zl

l = λ/4 l = λ/4

dI0 dIz

dzZr

Zl

z

(a) Antenna in receiving mode (b) Antenna in transmitting mode

Figure 1.11 Finding the pattern and inner impedance of receiving antenna using dual reciprocity.

The resultant current through the load impedance Zl = Rl + jXl is the sum of the currents
produced by the induced voltages duz. Rl is the load resistance and Xl is the load reactance.
These currents are easily found if the reciprocity theorem is applied. Assume that the
induced voltages on dz1 and dz2 are duz1 and duz2 respectively, the port currents through
the load Zl produced by these voltages are dIl. If we add voltage duz on the port, according
to the reciprocity theorem, it will produce the same current dIz on dz1 or dz2, that is,
dIl = dIz . Based on Figure 1.11(b), we may find dIz and then dIl

dIl =dIz = dI0 cosβz =
duz cosβz

Zr + Zl

=
2 sin θ cos(βz cos θ) cosβzdz

Zr + Zl
(1.4.40)
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where the internal impedance Zr = (Rr+Rd)+jXr is the input impedance when the antenna
is in transmitting mode. Rr, Rd are radiation resistance and loss resistance respectively, Xr

is the antenna reactance. The induced voltage dV at the output of the receiving antenna is

dV = dIl(Zr + Zl) = 2 sin θ cos(βz cos θ) cosβzdz (1.4.41)

The total induced voltage is given as

V =
∫ λ

4

0

dV =
∫ λ

4

0

2 sin θ cosβz cos(βz cos θ)dz

=
2
β

cos(π cos θ/2)
sin θ

= F (θ) (1.4.42)

The current Il through the load or the current I within the loop is

I = Il =
uA

Zr + Zl
=

F (θ)
Zr + Zl

(1.4.43)

From the above derivation, it is seen that the receiving pattern is the same as the radiation
pattern obtained in Section 1.3.1; the inner impedance for the receiving mode is the same
as the input impedance for the transmitting mode. Although the derivation is for a specific
antenna, it can be proved that the conclusion holds for antennas of any shape or size.

Understanding the physical insight of the above results is helpful. The current distribution
on the transmitting antenna follows that of a pure standing wave. The current distribution
on the receiving antenna depends on both the excitation condition and the loading condition
and is different with that on the transmitting antenna[16]. In transmitting mode, the field at
the infinity is the interference (superposition) of all the differential elements on the antenna
with certain amplitude distribution, uniform electric phase in the case of half-wavelength
dipole and progressive space phase difference caused by the path difference in space. In
receiving mode, the excitation is a plane wave with uniform amplitude and progressive phase
difference caused by the path difference between the wavefront in space and the antenna.
Therefore the electric phase is different at the different point of the receiving antenna. The
induced current through the load is the superposition of the differential current produced by
the differential elements with certain amplitude and electric phase distributions. Although
the meaning of superposition is different for transmitting and receiving modes, the final
integral expression is the same, resulting in the same pattern.

To use the reciprocity theorem, we put the two ports on the same antenna. However, it
could be used in other ways, for example, the other port could be put at infinity or at the
output/input of the other antenna so long as the reciprocity is satisfied, that is, two ports
are separated by a linear and isotropic (but not necessarily homogeneous) medium.

The equivalent circuit of Figure 1.11(a) is shown in Figure 1.12. The captured power Pcap

is

Pcap =
1
2

Re(V I∗) =
1
2

Re V

[
V

(Rd + Rr + Rl) + j(Xr + Xl)

]∗
(1.4.44)

The maximum captured power occurs when we have conjugate matching; that is when
Rd + Rr = Rl and Xr = −Xl. For this case

Pcap =
1
4
|V |2 (Rd + Rr)

(Rd + Rr)2
=

1
4

|V |2
Rd + Rr

(1.4.45)
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V
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Figure 1.12 Equivalent circuit for an antenna in receiving mode.

The power delivered to the load Pl, the reradiated (scattered) power Pr , and the dissipated
power Pd are then respectively given by

Pl =
1
8

|V |2 Rl

(Rd + Rr)2
=

1
8
|V |2
Rl

(1.4.46)

Pr =
1
8

|V |2 Rr

(Rd + Rr)2
(1.4.47)

Pd =
1
8

|V |2 Rd

(Rd + Rr)2
(1.4.48)

From (1.4.45)–(1.4.48), it is seen that

Pcap = Pl + Pr + Pd (1.4.49)

The power may be expressed by the effective area if we define

A =
P

W
(1.4.50)

where W is the power density of incident wave. Accordingly we have

Acap = Ae + As + Ad (1.4.51)

where Acap is the receiving area which is related to the captured power, Ae is the effective
area which is related to the power delivered to the load, As is the scattering area which is
related to the scattered or reradiated power and Ad is the loss area which is related to the
power dissipated as heat through Rd. It is seen that not all of the power that is captured
by an antenna is delivered to the load. Under conjugate matching condition actually only
half of the captured power is delivered to the load; the other half is scattered and dissipated
as heat[1]. This conclusion is not rigorous and should be carefully examined in some cases.
Because further investigation shows that the internal resistance in receiving mode depends
on the excitation and loading, it is not always equal to the input resistance in transmitting
mode[16].

There is a relationship between effective area and the directivity previously defined for an
antenna in transmitting mode. Consider transmitting antenna A and receiving antenna B;
the power delivered to the load of antenna B due to antenna A is PlB . Based on (1.4.46),
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noticing that the induced voltage |VB | is proportional to the amplitude of the current |I0A|
at the input of antenna A, we have

PlB =
|VB |2
8RlB

=
|I0A|2 ξ

8RlB
(1.4.52)

The radiation power of antenna A is

PtA =
1
2
|I0A|2 RrA (1.4.53)

From (1.4.52) and (1.4.53), we have

PlB

PtA
=

ξ

4RlBRrA
(1.4.54)

If the distance between antenna A and B is r, according to the definition of the power
density, W is written as

W =
PtAD0A

4πr2
(1.4.55)

From (1.4.50) and (1.4.55), we have

PlB

PtA
=

AeBD0A

4πr2
(1.4.56)

where D0A is the maximum directivity of antenna A and AeB is the maximum effective area
of antenna B. Equating (1.4.54) and (1.4.56) leads to

ξ =
RlBRrAAeBD0A

πr2
(1.4.57)

When the transmitting and receiving antennas A and B are interchanged, we have another
formula due to the reciprocity

ξ =
RlARrBAeAD0B

πr2
(1.4.58)

Making use of the above two expressions and assuming that Rr = Rl then we obtain the
following identity

D0A

AeA
=

D0B

AeB
(1.4.59)

This identity states that the ratio of maximum directivity and maximum effective area is
a constant for any kind of antenna. To find this constant, we may choose the simplest
antenna, the fundamental dipole. For this dipole, F (θ, φ) in (1.4.7) is sin2 θ and D0 may be
easily found to be 3/2. To find Ae, use (1.4.50), assuming a uniform plane wave with the
amplitude E is incident upon the dipole. The incident power density W is

W =
E2

2η
(1.4.60)

where η = 120π is the intrinsic impedance in free space. The received power in (1.4.50) is
determined by (1.4.46). In this formula, the induced voltage V for a fundamental dipole
with length l is El. We may find the radiation resistance through (1.4.53) when the dipole
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is used as the transmitting antenna. Using the formula for the radiation electric field given
in (1.3.24), it is easy to prove that the radiation resistance is

Rl =Rr =
2Pt

I2
0

=
2

∫ 2π

0

∫ π

0

(
60πI0l

λr

)2 1
2η

sin3θ r2dθdφ

I2
0

=80π2

(
l

λ

)2

(1.4.61)

The combination of (1.4.46), (1.4.50), (1.4.60) and (1.4.61) yields

Ae =
3λ2

8π
(1.4.62)

Finally, we have

Ae =
(

λ2

4π

)
D0 (1.4.63)

The maximum value of (1.4.63) is achieved when the antenna has no losses and is matched
to the load, and the incoming wave is polarization-matched to the antenna. Otherwise, all
of these effects should be taken into account. That is, (1.4.63) should be multiplied by a
certain loss coefficient to take the antenna loss into account, the factor (1−|Γ|2) to take the
reflection loss into account and the factor PH,co or PH,cross given in Section 1.4.3 to take
the polarization loss into account.

1.4.5 Radar Equation and Friis Transmission Formula[13–15]

The basic concept of radar is very simple. A radar operates by radiation electromagnetic
wave and detecting the echo returned from reflecting targets. The echo signal provides
information about the target such as the range to the target, the angular location.

With the definition of effective area Ae in Section 1.4.4, it is easy to give the radar
equation which gives the range of a radar in terms of the radar characteristics. One form of
this equation gives the received signal power Pr as

Pr =
(

PtGt

4πR2

) ( σ

4πR2

)
(erAe) (1.4.64)

The right-hand side is written as the product of three factors to represent the physical
processes taking place. The first factor is the power density at a distance R meters from
a radar that radiates a power of Pt watts from an antenna of gain Gt. The numerator of
the second factor is the radar cross Section (RCS) σ in square meter. The denominator
accounts for the divergence on the return path of the wave with range and is the same as
the denominator of the first factor, which accounts for the divergence on the outward path.
The product of the first two terms represents the power per square meter returned to the
radar. The antenna of effective aperture area Ae intercepts a portion of this power in an
amount given by the product of the three factors. The efficiency coefficient er is to include
the losses. If the maximum radar range Rmax is defined as that which results in the received
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power Pr being equal to the receiver minimum detectable signal Smin, the radar equation
may be written as

R4
max =

PtGt(erAe)σ
(4π)2Smin

(1.4.65)

When the same antenna is used for both transmitting and receiving, the transmitting gain
Gt and Ae are related by Gt = 4πerAe/λ2 based on (1.4.13) and (1.4.63). Substituting it
into (1.4.65) gives the radar equation:

R4
max =

PtG
2
t λ

2σ

(4π)3Smin
(1.4.66)

The example of the radar equation given above is useful for rough computations of range
performance but is overly simplified and does not give realistic results. Actually, the RCS
and Smin are statistical in nature, thus the specification of the range must be made in
statistical terms. In addition, the propagation loss and various other losses (some of them,
such as the reflection loss, polarization loss, we have mentioned previously) should be taken
into account.

Similar derivation of the formula for the communication system may also be carried out.
In that case, the received signal power Pr is given as

Pr =
(

PtGt

4πR2

)
(erAe) (1.4.67)

The meaning of the first and second factors is the same as that of the first and third factors
in (1.4.64), and R is the distance between the transmit antenna and the receiver antenna.
If the gain of receiver antenna is Gr, using the formula Gr = 4πerAe/λ2 again, we have

Pr

Pt
=

GtGrλ
2

(4πR)2
(1.4.68)

which is called the Friis transmission formula. This formula may also be used in the mea-
surement of antenna gain.
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Problems

1.1 For a linear antenna directed along z axis with length l

1. when Ie = cos(πz′/l) l �= λ/2, prove the radiation pattern is

F (θ) =
2l cos(πl cos θ/λ)

π
[
1 − (2/π)2 (πl/λ)2 cos2 θ

] sin θ

2. when

Ie =

⎧⎨
⎩

sin k( l
2

+ z′),

sin k( l
2
− z′),

− l
2

� z′ � 0

0 � z′ � l
2

prove the radiation pattern is

F (θ) =
2

k

cos(πl cos θ/λ) − cos(kl/2)

sin θ

3. verify when l = λ/2, these two expressions will be the same.

1.2 In Figure 1.5, if E0 = âyE
0
y , H0 = −âxE

0
y

/
η, show that F1 = sinφ(1 + cos θ) for Eθ, and

F1 = cosφ(1 + cos θ) for Eφ. If H0 = 0, show that F1 = sinφ for Eθ, and F1 = cos φ cos θ for

Eφ.

1.3 In Figure 1.6, if the aperture is located in xoz plane, that is x→ z, y → x, z → y, E0 = E0
xâx,

H0=0, and the definition of θ and φ is the same as that in Figure 1.6, prove that for the

far field Er = Eθ = 0, Eφ = AF1F2, A = je−jkr/2λr as shown in (1.3.49-b), F1 = − sin θ,

F2 = E0
xab(sinX/X)(sinZ/Z), X = (kb sin θ cosφ)/2, Z = (ka cos θ)/2. Hint:⎛

⎝ âr

âθ

âφ

⎞
⎠ =

⎛
⎝ sin θ cosφ sin θ sinφ cos θ

cos θ cosφ cos θ sinφ − sin θ

− sinφ cosφ 0

⎞
⎠

⎛
⎝ âx

ây

âz

⎞
⎠

y

b

a x

z
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1.4 For a rectangular and uniformly distributed aperture, show that

1. half-power beamwidth (HPBW) for two principal planes are 50.8/(b/λ) and 50.8/(a/λ)

respectively.

2. find D0 using (1.4.8).

3. find D0 using (1.4.12).

4. compare the result from 2,3.

1.5 Prove (1.3.28) using the far field approximation.

1.6 A uniform plane wave, of a form similar to (1.4.14), is traveling in the positive z-axis. Find

the polarization (linear, circular, or elliptical), sense of rotation (CW or CCW), axial ratio

(AR), and tilt angle τ (in degree) when

(a) Ex = Ey, Δφ = φy − φx = 0 (b) Ex �= Ey, Δφ = φy − φx = 0

(c) Ex = Ey, Δφ = φy − φx = π/2 (d) Ex = Ey, Δφ = φy − φx = −π/2
(e) Ex = Ey, Δφ = φy − φx = π/4 (f) Ex = Ey, Δφ = φy − φx = −π/4
(g) Ex = 0.5Ey , Δφ = φy − φx = π/2 (h) Ex = 0.5Ey , Δφ = φy − φx = −π/2

1.7 Derive (1.4.26)–(1.4.28).

1.8 Prove (1.4.37) and (1.4.38). When using the horn antenna with circular polarization shown

in Figure 1.10 to transmit a circular polarization wave, prove that it is impossible to receive

the back scattering from a perfect conducting sphere.

1.9 For an aperture of circular waveguide with TM0m mode, prove that

Eθ,0m = j2πC(1 + cos θ)
a

(ξ0m)2 − η2
[η J0 (aη) J1 (aξ0m) − ξ0m J0 (aξ0m) J1 (aη)]

where

C = B
βa

μ0m

je−jkr

λr

the aperture distribution of radial component Eρ,0m of TM0m mode on z = 0 plane is assumed

to be

Eρ,0m = B
βa

μ0m
J1

(μ0m

a
ρ
)

B is a constant related to the excitation, β is the propagation constant in waveguide of the

relevant mode, a is the radius of the waveguide, J1 is the first order Bessel function, μ0m is

the root of zero order Bessel function J0, ξ0m = μ0m/a, η = k sin θ.

Hints: (1) Due to the symmetry of Eρ,0m in φ, in (1.3.51), let φ = 0 and

F2 =

∫ 2π

0

∫ a

0

Eρ(ρ
′, φ′)ejkρ′ sin θ cos φ′

ρ′dρ′dφ′

(2) Use the identity

ejt cos θ = J0(t) + 2
∞∑

n=1

jn Jn(t) cosnθ

and the integral formula∫ a

0

Jm(ξρ) Jm(ηρ)ρdρ =
a

ξ2 − η2
[η Jm−1(ηa) Jm(ξa) − ξ Jm−1(ξa) Jm(ηa)]

(ξ2 − η2 �= 0)
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1.10 For two linearly polarized waves propagating along âx and âu, where unit vector âu is at an

angle θ with respect to the unit vector âx. If Ex = cos θejϕx , Ey =√
(1 + sin θ cosϕx)2 + (sin θ sinϕx)2 ejϕy , where ϕx and ϕy are the time-phases of Ex and

Ey respectively, ϕy = tan−1 [sin θ sinϕx/(1 + sin θ cosϕx)], prove that when ϕx = π/2 + θ,

we have |Ex| = |Ey| = cos θ, ϕy = θ and ϕx − ϕy = π/2. (It is seen that these two linearly

polarized waves form the circularly polarized wave.)



CHAPTER 2

Arrays and Array Synthesis

2.1 Introduction

In Chapter 1, the linear antenna shown in Figure 1.3 may be considered as formed by
continuously distributed infinitesimal electric dipoles. This is actually an example of contin-
uous linear array. The rectangular aperture in Figure 1.6 may be considered as a continuous
planar array. The radiation pattern of both examples may be obtained by (1.3.34), where
the element factor F1 is the radiation pattern of differential element and the space factor F2

is called the array factor AF.
In the above examples, all the elements forming the array are identical and have the same

orientation. Therefore, in computing the far field E, the element factor F1 may be taken out
of the integral. Consequently, the total radiation pattern F is equal to the product of the
element factor F1 and the space (array) factor F2, as given in (1.3.34). This is referred to as
pattern multiplication for both the continuously distributed and the discretely distributed
sources. It is seen that F2 is actually the radiation pattern of a point-source array formed by
omnidirectional elements. The array factor is a function of the elements, their geometrical
arrangement, their relative magnitudes, their relative phases, and their spacing. Through
knowledge of all these controlled parameters, it is possible to obtain a required radiation
pattern of the antenna.

2.2 N-Element Linear Array: Uniform Amplitude and Spacing

Referring to the geometry shown in Figure 2.1, assume that all the elements have identical
amplitude but each succeeding element has a progressive phase lead β current excitation
relative to the preceding one.

r1 r2 r3 r4 rN

z

ddd

θθθθd c
os

θ

Figure 2.1 Far-field geometry of an N-element array of isotropic sources along the z-axis.

An array of identical elements with same magnitude and a progressive phase shift is
referred to as a uniform array. According to the geometry in Figure 2.1, the array factorAF
is given by:

AF = F2 =
N∑

n=1

ej(n−1)(kd cos θ+β) =
N∑

n=1

ej(n−1)ψ (2.2.1)
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where ψ = kd cos θ + β, and N is the number of the elements. Based on the formula of
summation of geometrical series, (2.2.1) may be written as

AF =
1 − ejNψ

1 − ejψ
= ej(N−1)ψ/2

sin
(

N

2
ψ

)

sin
(

1
2
ψ

) (2.2.2-a)

If the reference point is the physical center of the array, the AF in (2.2.2-a) reduces to

AF =
sin
(

N

2
ψ

)

sin
(

1
2
ψ

) (2.2.2-b)

For small values of ψ, the above expression can be approximated by

AF ≈
sin
(

N

2
ψ

)
ψ

2

(2.2.2-c)

The normalized array factor (AF )n is

(AF )n =
1
N

(AF ) (2.2.2-d)

All the properties of F , i.e., the nulls, −3dB point, side lobe level (SLL) of the first side
lobe and so on, may be found from (2.2.2-d). For example, from (2.2.2-c), the first side lobe
occurs approximately when Nψ/2 ≈ ±(3π/2). From (2.2.2-d)

(AF )n ≈
∣∣∣∣sin (Nψ/2)

Nψ/2

∣∣∣∣ N
2 ψ=± 3π

2
=

2
3π

= 0.212 (2.2.3)

Which in dB is equal to

AFn = 20 lg
(

2
3π

)
= −13.46dB

From (2.2.2-a), it is seen that, when β=0, the maximum radiation of an array will be directed
normal to the axis of the array at θ = ±90◦. This array is called the broadside array. To
direct the maximum toward θ=0◦, we should have

ψ = kd cos 0◦ + β = 0, that is , β = −kd (2.2.4-a)

If the maximum is desired toward θ = 180◦, then

ψ = kd cos 180◦ + β = 0, that is, β = kd (2.2.4-b)

When β satisfies (2.2.4-a), the array is called the end-fire array.

2.3 Phased (Scanning) Array, Grating Lobe and Sub-Array

In many applications, it is desired to have the beam pointed to a new direction in mi-
croseconds. It may be realized through electrical control of the feeding phase β between the
elements. If the desired direction is at θ = θ0, β must be adjusted so that

ψ = kd cos θ0 + β = 0, that is , β = −kd cos θ0 (2.3.1)
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Thus by controlling the progressive phase shift between the elements, the maximum ra-
diation can be steered to any desired direction to form a scanning array. This is the basic
principle of electronic scanning phased array operation. If in phased array technology the
scanning should be continuous, then the system should be capable of continuously varying
the progressive phaseshift between the elements. In practice, this is accomplished electron-
ically by the use of ferrite, ferroelectric or diode phase shifters.

A grating lobe is defined as “a lobe, other than the main lobe, produced by an array
antenna when the inter-element spacing is sufficiently large to permit the in-phase addition
of radiated fields in more than one direction in real space.” From (2.2.2-b), the maximum
of main lobe occurs when ψ = ±2π. Consider the general case when the beam is steered to
θ = θ0, so that, β = −kd cos θ0 as given in (2.3.1), then we have

ψ = kd cos θ − kd cos θ0 = ±2π

or

cos θ = cos θ0 ± λ

d

From the condition | cos θ| � 1, we have

−1 � cos θ0 ± λ

d
� 1 (2.3.2)

From (2.3.2), we may obtain a condition to avoid the grating lobes. Notice that d > 0
and its value should be chosen so that

d <
λ

1 + |cos θ0| (2.3.3)

The array factor (AF )n in (2.2.2-a) is expressed in terms by ψ. A polar diagram of such
function can easily be obtained by means of the geometrical construction shown in Figure
2.2[1]. The function (AF )n is plotted as a function of ψ. A circle of radius kd is then drawn
with its center at a distance β from the line ψ = 0. With the aid of this circle, ψ may be
found for a given value of θ, and the corresponding value of |(AF )n| can be determined from
the curve. This length is then laid out from the center of the circle in the direction θ to
give a point on the desired diagram. Now 0 � θ � π and the interval for ψ is of length 2kd,
situated symmetrically with respect to ψ = β. This interval corresponds to real values of
the angle θ and is called the visible range. The part of the curve (AF )n within the visible
range is called the visible part of the curve. In the visible range, |cos θ| � 1, θ and the
propagation constant are real.

When |cos θ| � 1, θ and the propagation constant will be complex. In this case, the
evanescent waves which decay rapidly when propagate will appear. These waves are recog-
nized as invisible. It is important to note that the length of the visible range is determined
by the spacing d and position of the visible range is determined by the feeding phase β. In
Figure 2.2, it is seen that the grating lobe appears just when kd+β = kd+ kd |cos θ0| = 2π.
This confirms the condition in (2.3.3). Usually, the radius kd should be smaller than that
in Figure 2.2 to avoid the grating lobe.

An antenna array may be divided into sub-arrays. For example, a 1 × 8 array may be
considered as 1 × 2 sub-arrays, with each sub-array being a 1 × 4 array. The array factor
F2,n = (AF )n may be obtained from (2.2.2-a) as
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Figure 2.2 Geometrical construction of polar diagram (N = 4).

F2n,1×8,d =
sin
[
8
2
kd cos θ

]

8 sin
[
1
2
kd cos θ

] =
sin
[
4
2
kd cos θ

]

4 sin
[
1
2
kd cos θ

] ×
sin
[
2
2
k4d cos θ

]

2 sin
[
1
2
k4d cos θ

]

= F2n,1×4,d × F2n,1×2,4d (2.3.4)

where the second subscript denotes number of elements, the third one denotes the spacing
between elements. Assume d = 0.5λ, we have

F2n,1×8,d =
sin (4π cos θ)

8 sin(
π

2
cos θ)

(2.3.5)

F2n,1×4,d =
sin (2π cos θ)

4 sin
(π

2
cos θ

) (2.3.6)
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F2n,1×2,4d =
sin (4π cos θ)
2 sin(2π cos θ)

(2.3.7)

From the geometrical construction of the polar diagram, we can find the radiation pattern,
that is, the angle dependence of the array factor given in (2.3.5)–(2.3.7). They may also
be drawn in Cartesian coordinate system as shown in Figure 2.3. Only half of the figure
is given due to the symmetry. It is seen that it does not make any difference whether you
consider it as a 1× 8 array or a 1× 2 array formed by two 1× 4 arrays. Even if the array is
scanned, the equivalence still keeps because all the array factors have the same phase shift
β. From (2.3.4)–(2.3.7)

F2n,1×8,d =
sin [4(π cos θ + β)]

8 sin [(π cos θ + β)/2]

=
sin [2(π cos θ + β)]

4 sin [(π cos θ + β)/2]
× sin [4(π cos θ + β)]

2 sin [2(π cos θ + β)]

=F2n,1×4,d × F2n,1×2,4d (2.3.8)
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Figure 2.3 Angle dependence of array factors.

However, if only the 1×2 array is scanned, the grating lobe of F2n,1×2,4d no longer appears
at the zero point (60◦) of F2n,1×4,d. As a result, the side lobe level will be increased due to
the grating lobe. This may happen in a phased array.

In application of a phased array, the phantom-bit technique is used to reduce the number
of bits in digital phase shifters. In this technique, several lower bits of the digital phase
shifter are removed, but in the calculation of the feeding phase the total bits are used.
In the example of (2.3.8), if the last two bits are removed, it is equivalent to set 22 = 4
elements in the sub-array to be the same phase and the quantization error is increased and
consequently, the sub-array F2n,1×4,d has no capability to scan. When F2n,1×2,d is scanned,
the side lobe level is increased. The increased side lobe level due to the quantization is called
the quantization lobe. The randomization of the feeding phase may solve this problem. The
main principle may be illustrated as follows. Suppose the phase step is Δ, then instead of
being in phase, the phase on each element will be superimposed by a random phase 0 or Δ.
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In doing so, the radiation pattern by sub-array factor F2n,1×4,d will shift randomly around
the scanned array factor F2n,1×2,4d to keep the zero point of the sub-array mean array factor
appearing at the position of grating lobe.[24] A combined approach to disrupt the periodicity
in the array was proposed to reduce the grating lobe levels. They are: (1) the optimized
amplitude weighting at the sub-array ports; (2) using the random sub-array; and (3) the
random staggering of the rows. This approach can be used for a phased array with limited
scanning and for the digital beamforming antenna array with adaptive nulling[25].

2.4 N-Element Linear Array: Uniform Spacing, Nonuniform Amplitude

The uniform amplitude distribution yields the smallest half-power beam-width but the
highest side lobe level. To reduce the side lobe level, non-uniform amplitude distribution
is required. It has been shown analytically that for a given side lobe level, the Dolph-
Tschebyscheff (D-T) distribution produces the smallest beam-width between the first nulls.
Conversely, for a given beam-width between the first nulls, the D-T distribution leads to the
smallest possible side lobe level. If the array factor is given, the field and phase distribution
may be found.

2.4.1 Schelkunoff’s Unit Circle Representation (SUCR)[2]

The array factor for non-uniform amplitude distribution may be obtained by modifying
(2.2.1) as

AF = F2 =
N∑

n=1

In

I1
ej(n−1)(kd cos θ+β) =

IN

I1

N∑
n=1

In

IN
Wn−1 (2.4.1)

where W = exp(jψ) and ψ = kd cos θ + β. In is the amplitude excitation of each element,
the subscripts denote the number of elements. N is the total number of elements. Formula
(2.4.1) may also be written as

|AF | =
∣∣∣∣IN

I1

∣∣∣∣×
∣∣∣∣WN−1 +

(
IN−1

IN

)
WN−2 + · · · + I1

IN

∣∣∣∣ =
∣∣∣∣IN

I1

∣∣∣∣ |f (W )| (2.4.2)

and

|AFn| = |f (W )| = |W − W1| · |W − W2| · · · |W − WN−1| (2.4.3)

where W1, W2, · · · , WN−1 are the roots of f (W ).
The SUCR provides an alternative approach by using complex W -plane to find the rela-

tionship between array factor and θ which is different from the approach shown in Figure
2.2. Observe that as θ varies in real space from 0 to π, ψ varies from ψs = kd + β to
ψf = −kd+ β and that W traces out a path along a unit circle in the complex plane shown
in Figure 2.4. The total excursion of W is from exp(jψs) to exp(jψf ), proceeding clockwise
as θ goes from 0 to π. Thus ψs(read ψ-start) and ψf (read ψ-finish) mark the initial and
terminal points of the W -excursion and the angular extent is 2kd radians.

Further inspection of (2.4.3) reveals that if the roots Wm are placed on the unit circle in
the range of W , then |f(Wm)| = 0, and a pattern with N nulls will result. It turns out
that the SUCR may be used to synthesize arrays whose patterns possess nulls in desired
directions.
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Figure 2.4 Schelkunoff’s Unit Circle.

As an illustrative example, consider a five-element array with uniform spacing d = λ/2
and β = 0. For uniform excitation, according to (2.2.2-a), |AF | has roots at the positions
exp(jNψm) = exp(j2mπ), that is, ψm = 2mπ/N , m = 1, 2, · · · , N − 1. Here, at N = 5, the
roots will be ±72◦, ±144◦ as shown in Figure 2.5(a). Suppose the new positions ±87◦ and
±149◦ are tried as shown in Figure 2.5(b); this places the roots 62◦ apart, instead of 72◦.
When a large unit circle is constructed with roots placed in these positions, the product of
distance measurements gives the innermost side lobe at −18.5dB and the other side lobes at
−21.3dB. This suggests that the roots W2 and W3 have been shifted too close together, but
that the shift in W1 and W4 might be just about right. One could continue to try revised
roots positions, perhaps ±89◦ and ±145.5◦, thus converging to the positions that will give
the desired −20dB level for all side lobes.

With the correct root positions known, one can return to (2.4.3) and write

f(W )=
(
W − ej1.55

) (
W − e−j1.55

) (
W − ej2.54

) (
W − e−j2.54

)
=
(
W 2 − 2W cos 89◦ + 1

) (
W 2 − 2W cos 145.5◦ + 1

)
=W 4 + 1.60W 3 + 1.95W 2 + 1.60W + 1

The relative amplitude distribution is

1 1.60 1.95 1.60 1

This distribution that results in the uniform side lobe is called the Dolph-Tschebyscheff
distribution and will be discussed in next section.

2.4.2 Dolph-Tschebyscheff (DT) Distribution

The Tschebyschelf polynomial is defined as

Tm(z) = cos[m cos−1(z)], −1 � z � 1 (2.4.4-a)

Tm(z) = cosh[m cosh−1(z)], |z| > 1 (2.4.4-b)

The examples of T3(z) and T4(z) are shown in Figure 2.6 and may be written as
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(a) Uniform excitation

(b) Non-uniform excitation (c) Dolph-Tschebyscheff excitation

SLL:−13.5 dB

M
ain lobe

M
ain lobe

M
ain lobe

SL
L:

−1
7.

9 
dB

SLL:−13.5 dB

SLL:−20.5 dB

SL
L:

−2
0 

dB

SLL:−20 dB

SLL:−18.5 dB

SL
L:

−2
1.

3 
dB

SLL:−18.5 dB

W1

W2

W3

W4

W1

W2

W3

W4

W1

W2

W3

W4

72
72

72

72
72

56.5
89

89

69

56.5
87

62

62

62
87

°

°

°
°

°

°
°

°

°
°

°
°

°
°

°

Figure 2.5 Root positions on a Schelkunoff unit circle for a five-element linear array.
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Figure 2.6 Tschebyscheff polynomials of order 3 and 4.

T3(z) = 4z3 − 3z (2.4.5-a)

T4(z) = 8z4 − 8z2 + 1 (2.4.5-b)
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This polynomial possesses interesting properties: all polynomials, of any order, pass
through the point (1, 1); within the range −1 � z � 1, the polynomials have values within
−1 to 1; all roots occur within −1 � z � 1, and all maxima and minima have values of 1 and
−1. These properties are useful in designing antenna arrays and filters for some applications
where equal side lobe level is desired. Based on physical insight, it is understandable that
for given width of the main lobe, the equal side lobe level may result in the minima of the
largest side lobe level.

Since the array factor of an even or odd number of elements can be expressed by a
similar polynomial as well, the unknown coefficients of the array factor can be determined
by equating the two polynomials[3]. We shall explain the principle through an example with
an odd number of elements. For an even number case, see Prob. 2.5. If we choose the
phase reference point at the center of the array, similar to Prob. 2.1, the array factor may
be expressed by a series involving cosine functions. For the uniformly spaced five-element
array with progressive phaseshift β, taking the phase reference point as O, the array factor
AF is

AF =
∣∣∣∣2I1 + I2e

j(αd cos θ+β) + I2e
−j(αd cos θ+β)

+I3e
j2(αd cos θ+β) + I3e

−j2(αd cos θ+β)

∣∣∣∣
= 2I1 + 2I2 cosψ + 2I3 cos 2ψ

= 2I1 + 2I2

(
2 cos2

ψ

2
− 1
)

+ 2I3

(
8 cos4

ψ

2
− 8 cos2

ψ

2
+ 1
)

= 2I1 − 2I2 + 2I3 + (4I2 − 16I3) cos2
ψ

2
+ 16I3 cos4

ψ

2
(2.4.6)

Comparing the polynomials of order 4 (m = 4) in (2.4.5-b) and (2.4.6), we see that the
correspondence of variable is z → cos(ψ/2). If we specify the side lobe level to be R, then
20 lg b = R and b = 10R/20. Figure 2.6 shows the corresponding value of z to be z0. At this
point, cos(ψ/2) = 1. To accommodate the range of variation, it is natural to let

z = z0 cos
ψ

2
(2.4.7)

Supposing R = 20dB, then we have b = 10. From (2.4.4-b), 10 = cosh [4 cosh−1z0], we
have z0 = 1.2933. Finally we have the following identity:

(2I1 − 2I2 + 2I3) + (4I2 − 16I3) cos2
ψ

2
+ 16I3 cos4

ψ

2

= 1 − 8z2
0 cos2

ψ

2
+ 8z4

0 cos4
ψ

2
(2.4.8)

The coefficients 2I1, I2, I3 may be obtained by matching the terms with the same order,
giving the result: I3 = 1.4, I2 = 2.26, 2I1 = 2.67. After normalizing to I0, we have the
current distribution: 1.00, 1.60, 1.94, 1.60, 1. The above result is quite close to that in Section
2.4.1.

The DT design procedure may also be implemented by using root matching[3]. From
(2.4.4-a), the roots of Tm (z) can be determined readily and are given by

zp = cos
[
(2p− 1)

π

2m

]
, p = 1, 2, · · · , m (2.4.9)
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Based on (2.4.7)

ψp = 2 cos−1

(
zp

z0

)
(2.4.10)

Consider the same five-element array given above, where m = 4, (2.4.9) gives zp = cosπ/8,
cos 3π/8, cos 5π/8, cos 7π/8. Substituting zp and z0 = 1.2933 into (2.4.10) yields ψp =
±88.82◦,±145.16◦. From (2.4.3) we have

f (w) = w4 + 1.60w3 + 1.93w2 + 1.60w + 1

The result is again quite close to that in Section 2.4.1.
The polar diagram of the pattern may be obtained similarly to what is done in Figure 2.2.

The only difference is we need extra transformation z = z0 cos(ψ/2). The determination
of AF should trace θ → ψ → z → AF = |Tm (z)|. Again we take the same example of a
five-element array shown in Figure 2.7 to illustrate the geometrical construction of the array
pattern for a DT array which is shown in Figure 2.8.

In practical design, formulas are available to determine the excitation coefficients as fol-
lows.

For odd 2N + 1 elements, such as in Figure 2.7, N = 2, the coefficients can be obtained
using the following formula[3]

In =
N+1∑
q=n

(−1)N−q+1(z0)2(q−1) (q + N − 2)!N
εn(q − n)!(q + n − 2)!(N − q + 1)!

n = 1, 2, · · · , N + 1

εn =

{
2, n = 1

1, n �= 1
(2.4.11-a)

with

AF =
N+1∑
n=1

2In cos (n − 1)ψ (2.4.11-b)

For even 2N elements, such as shown in Prob. 2.5 N = 2, the coefficients can be obtained
using the following formula[3]

In =
N∑

q=n

(−1)N−q(z0)2q−1 (q + N − 2)!(2N − 1)
2(q − n)!(q + n − 1)!(N − q)!

, n = 1, 2, · · · , N (2.4.11-c)

d

I3I22I1I2I3

θ

Figure 2.7 Uniformly spaced five-element array.
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f ~ ψ

ψ

ψ

f =│Tm(z)│

z0

z = z0 cos 2

f ~ θ : f  = α d cos θ

−

Figure 2.8 Geometrical construction of array pattern for DT array with d = λ/2.

with

AF =
N∑

n=1

2In cos
(2n − 1)ψ

2
(2.4.11-d)

Formulas (2.4.11-a) and (2.4.11-b) are suitable for computer calculations and there are
also computer program available in [3].

2.4.3 Taylor Distribution[4]

In some cases, the current distribution of DT array varies very sharply near the edge and
the side lobe level is very sensitive to the errors of the currents. Consequently, it will cause
feeding difficulties. The Taylor distribution usually is quite smooth. This distribution leads
to a pattern whose first few minor lobes (closest to the main lobe) are maintained at an
equal and specified level, and the remaining lobes decay monotonically.

Taylor distribution was developed for the continuous sources. However it may also be
used for discrete array through discrete sampling of the continuous distribution or the root
matching. These two methods will be described later.

Taylor succeeded in extending his technique to circular planar apertures. These Taylor
circular distributions can also be sampled, and thus can give the excitation coefficients for
discrete planar arrays with a circular boundary. Since there is no similar extension of Dolph’s
technique to circular planar apertures, it is important for the antenna designer to be familiar
with the principal features of Taylor’s procedure.

Taylor chose to start his analysis by considering the general array factor as given in (1.3.33)
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with the source distributed along the z direction.

F2(θ) =
∫ l

2

− l
2

Ie(z′)ejkz′ cos θdz′

If Ie(z′) = K, then

F2(θ) = Kl
sin [kl cos θ/2]

kl cos θ/2
(2.4.12)

Letting kl cos θ/2 = πl cos θ/λ = u, the normalized array factor F2,n(θ ) will be

F2,n(θ) = F2,n(u) =
sin u

u
(2.4.13)

This array factor has symmetrical side lobes whose intensity falls off as u−1 with the pair of
closest side lobes being down 13.5dB. Based on (2.4.13), Taylor suggested an array factor
comprised of a product of factors whose roots are the nulls of the pattern. This factor is
given by

FT (u, A, n) =
sin u

u

n−1∏
n=1

[
1 − (u/un)2

]
n−1∏
n=1

[
1 − (u/(nπ))2

] (2.4.14)

Which removes the innermost n̄ − 1 pairs of nulls from the original sin(u)/u pattern and
replaces them with new pairs at modified positions ±un which are a slight modification of
the ideal Tschebyscheff space factor. The determination of un will be given in (2.4.22).

In Section 2.4.2, if the number of elements of the DT array are allowed to become infinite,
the space factor suitable for continuous source can be derived[5]. For Tschebyscheff polyno-
mial Tm(z), a change of variable is now made to achieve two objects: to allow the side lobe
region on either side of the main lobe to be represented by Tm, and to join together the two
large amplitude regions of the Tm in such a way that they form the main beam with zero
slope at z = 0 as shown in Figure 2.9.

Taylor called this polynomial W2m(z). It is defined by

W2m(z) = Tm(z0 − a2z2) (2.4.15)

where a is a constant. The expression for Tm valid in the oscillatory region is

Tm(z) = cos
(
m cos−1 z

)
the zeros of W2m are found from (2.4.4-a) and (2.4.15)

cos
[
m cos−1(z0 − a2z2

n)
]

= 0

or

zn = ±1
a

[
z0 − cos(

nπ

m
− π

2m
)
]1/2

(2.4.16)

assuming for brevity that

cosh−1 b = πA (2.4.17)
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z4z3z2z1−z1−z2−z3−z4

−1 1

Figure 2.9 T4(z) and W8(z).

The constant z0 may be expressed in terms of the main beam to side lobe ratio b according
to (2.4.4-b)

z0 = cosh
(

1
m

cosh−1 b

)
= cosh

πA

m
(2.4.18)

Now letting the order m tend to infinity, and at the same time changing the argument scale
of W2m with the choice of the constant a = π/m

√
2, gives the following simple expression

for zn

z2
n = lim

a→0
m→∞

1
a2

{[
cosha

√
2A
]
− cos

[
a
√

2
2

(2n − 1)

]}

≈ lim
a→0

m→∞

1
a2

{[
1 +

1
2

(
a
√

2A
)2
]
−
[
1 − a2

4
(2n − 1)2

]}

=A2 +
(

n − 1
2

)2

, n = 1, 2, · · ·

Therefore

zn =

√
A2 +

(
n − 1

2

)2

(2.4.19)

The corresponding space factor has unity amplitude side lobes and main beam amplitude b.
Based on the zeros in (2.4.19), the ideal space factor F (z, A) may be constructed as

F (z, A)= lim
m→∞W2m(z) = C

∞∏
n=1

(z2
n − z2)z−2

n
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=C

∞∏
n=1

[
A2 + (n − 1

2
)2 − z2

]
z−2

n

=C
∞∏

n=1

(n − 1
2
)2z−2

n

∞
Π

n=1

[
1 − z2 − A2

(n − 1
2 )2

]

The constant C may be chosen so as to obtain

F (z, A) =
∞∏

n=1

[
1 − z2 − A2

(n − 1/2)2

]
= cos

[
π
√

z2 − A2
]

(2.4.20)

Letting z = u/π, (2.4.20) may serve as the radiation pattern of the line source

F (u, A) = cos
√

u2 − (πA)2 (2.4.21)

The space factor F (u, A) given in (2.4.21) is called the ideal space factor. It is unreal-
izable because the remote side lobes do not decay and the corresponding line source has a
singularity at each end. A clever solution was found by Taylor where the z scale is stretched
slightly by a factor of σ, closely approximating the ideal space factor zeros in close. At some
point, say n̄, a zero occurs at this integer due to the stretching. From this transition point
on, making the zeros occur at ±n, the “approximate” space factor then will have zeros at:

un =
πl

λ
cos θn =

⎧⎨
⎩

±πσ
√

A2 + (n − 1/2)2, 1 � n � n̄

±nπ, n̄ � n � ∞
(2.4.22)

where σ is also called the stretchout factor of the beamwidth and may be determined by

πσ
√

A2 + (n̄ − 1/2)2 = n̄π

giving

σ =
n̄√

A2 + (n̄ − 1/2)2
(2.4.23)

As n̄ → ∞, the approximate space factor approaches the ideal space factor which has σ = 1.
From ∂σ/∂n̄ = 0, it is seen that when n̄ = 2A2 + (1/2), σ reaches the maximum. To keep
the monotonical decrease of σ, n̄ should be � 2A2 + (1/2).

The corresponding approximate space factor is given by (2.4.14), where un is modified by
(2.4.22).

The formula (2.4.14) may be reformulated as follows[6]. The denominator in (2.4.14) is
rewritten as

n̄−1∏
n=1

[
1 −
( u

nπ

)2
]

=

(
n̄−1∏
n=1

n2

)−1 [n̄−1∏
n=1

(
n +

u

π

)(
n − u

π

)]
(2.4.24)

Making use of the formulas of Γ function

Γ
(
1 +

u

π

)
Γ
(
1 − u

π

)
=

u

sinu
(2.4.25)

n̄−1∏
n=1

n2 = [Γ(n̄)]2 (2.4.26)

n̄−1∏
n=1

(n ± u

π
) =

Γ(n̄ ± u/π)
Γ(1 ± u/π)

(2.4.27)
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the combination of (2.4.24) and (2.4.25)–(2.4.27) yields

n̄−1∏
n=1

[
1 −
( u

nπ

)2
]

=
sinu

u

Γ (n̄ + u/π) Γ (n̄ − u/π)
[Γ (n̄)]2

(2.4.28)

Substitution of (2.4.28) into (2.4.14) results in

FT (p, A, n̄) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[(n̄ − 1)!]2

(n̄ − 1 + p)! (n̄ − 1 − p)!
n̄−1∏
n=1

[
1 −
(

πp

un

)2
]
, |p| < n̄

0, |p| � n̄

(2.4.29)

where un is given by (2.4.22), p = u/π.
With the Taylor pattern defined by (2.4.14), it becomes a simple matter to find the

corresponding aperture distribution from (1.3.33). If we let Ie (z′) be represented by Fourier
series

Ie (z′) =
∞∑

m=0

Bm cos
2mπz′

l
(2.4.30)

then substitution in (1.3.33) gives

F2(θ) = FT (u) =
∞∑

m=0

Bm

∫ l/2

−l/2

cos
2mπz′

l
ej2pπz′/ldz′ (2.4.31)

The odd part of the integrand of (2.4.31) can be discarded, which leaves

FT (p) =
∞∑

m=0

Bm

∫ l/2

−l/2

cos
2mπz′

l
cos

2pπz′

l
dz′ (2.4.32)

If p is an integer, the integral in (2.4.32) is zero unless m = p; as a consequence,

lB0 = FT (0) ,
1
2
Bm = FT (m) , m = 1, 2, · · · (2.4.33)

However, (2.4.14) indicates that FT (m) = 0, when m � n̄, so this Fourier series truncates,
and thus the continuous aperture distribution is given by

Ie(z′) =
1
l

[
FT (0) + 2

n̄−1∑
p=1

FT (p, A, n̄) cos
2pπz′

l

]
(2.4.34)

FT (p, A, n̄) is given in (2.4.29).
The half-power beamwidth is given approximately by[4]

θ0 ≈ 2 sin−1

⎧⎨
⎩λσ

πl

[
(cosh−1 b)2 −

(
cosh−1 b√

2

)2
]1/2
⎫⎬
⎭ (2.4.35)

When l � λ, (2.4.35) may be approximated as

θ0 ≈ 2λσ

πl

[
(cosh−1 b)2 −

(
cosh−1 b√

2

)2
]1/2

(2.4.36)

Formulas (2.4.17), (2.4.23) and (2.4.36) may be tabulated as shown in Table 2.1.
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Table 2.1 Taylor line source design parameters.

Side lobe level θ0l σ
R(dB) Voltage σλ(◦) A2 n̄ = 2 n̄ = 3 n̄ = 4 n̄ = 5 n̄ = 6 n̄ = 7 n̄ = 8

ratio

0 1.00000 28.65 0.00000 1.33333 1.20000 1.14286 1.11111 1.09091 1.07692 1.06667
5 1.77828 34.49 0.14067 1.29351 1.18672 1.13635 1.10727 1.08838 1.07514 1.06534
10 3.16228 40.33 0.33504 1.24393 1.16908 1.12754 1.10203 1.08493 1.07268 1.06350
15 5.62341 45.93 0.58950 1.18689 1.14712 1.11631 1.09528 1.08034 1.06949 1.06112
20 10.00000 51.17 0.90777 1.12549 1.12133 1.10273 1.08701 1.07490 1.06554 1.05816
25 17.7828 56.04 1.29177 —— 1.09241 1.08698 1.07728 1.06834 1.06083 1.05463
30 31.6228 60.55 1.74229 —— —— 1.06934 1.06619 1.06079 1.05538 1.05052
35 56.2341 64.78 2.25976 —— —— —— 1.05386 1.05231 1.04932 1.04587
40 100.0000 68.76 2.84428 —— —— —— —— 1.04298 1.04241 1.04068

A continuous line source distribution can be sampled at equispaced values of z′ to de-
termine the excitation of a linear array. Obviously, if the number of the elements is large
enough, the sampling interval will be so small that all the fine detail in the continuous aper-
ture distribution will be captured. Under this circumstance, the pattern from the discrete
array will differ but little from pattern due to the continuous aperture distribution. However,
in many practical applications, this number is not so large that the sampling results in an
excitation, which gives a badly degraded pattern. It is possible to circumvent this difficulty
by working directly with the desired pattern, rather than its continuous aperture distribu-
tion by using the root matching method[2]. This procedure is similar to that introduced in
Section 2.4.2.

The design steps are summed up as follows:

1. For given side lobe level (SLL) to find b. For example, R = 20, from 20 lg b = R,
b = 10R/20 = 10.

2. Use (2.4.17) to find A. For example, A = (cosh−1 10)/π = 0.95277.

3. For given n̄, use (2.4.23) to find σ. For example, n̄ = 5 (n̄ � 2A2 + 0.5 = 2.32), σ =
1.087.

4. For given l, or number of elements N and spacing d between two elements, for example,
l = 7λ, or N = 15 (if d = λ/2), to find the nulls by (2.4.22) or

un = ±1.17π, ±1.93π, ±2.91π, ±3.94π, ±5.00π, ±6.00π, ±7.00π.

5. From (2.4.34), (2.4.29) find the amplitude distribution. For a discrete array, use the
equal-space sampling to find the amplitude distribution of the elements by the following
formula:

In(m) = 1 + 2
n̄−1∑
p=1

FT (p) cos(mp)

where
m =

2π

l
z′, l = (N − 1)d

z′ =

⎧⎪⎨
⎪⎩

nd, n = 0, · · ·, N − 1
2

, N odd

2n + 1
2

d, n = 0, · · ·, N

2
− 1, N even
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6. If the root matching method is used for discrete array, define the effective aperture
le = Nd, for broadside array, un = πle cos θn/λ and ψn = kd cos θn, we may have

ψn =
2πd

λ

λ

πle
un =

2un

N

The amplitude distribution may be found by

|f(W )| =
∣∣(W − ejψ1)(W − ejψ2) · · · (W − ejψn)

∣∣
2.4.4 Woodward-Lawson (WL) Method

Some antenna applications require pattern without nulls. An example is the airport
beacon antenna, which must radiate uniformly in azimuth φ to be able to communicate
with aircraft arriving from all directions. It must also radiate without nulls in elevation θ

if it is to maintain contact with incoming aircraft, which fly at constant height, and thus
appear at a constantly changing angle θ with respect to the antenna. To choose the cosecant
function as the radiation pattern is a particularly practical selection because it would ensure
that an airplane flying at a constant height would continue to receive a constant level signal
from the beacon as its range changes[2]. Unlike the synthesis of the narrow pencil-beam
patterns such as the DT synthesis and Taylor synthesis, this type of synthesis is the shaped
beam synthesis. The method is introduced for the continuous source; however, it can be
used for the discrete array through discretization as shown previously.

Assuming a continuous source I (z′) within (−l/2, l/2) and zero elsewhere, the relationship
between current distribution I (z′) and the radiation pattern F2 given in (1.3.33) may be
written in the form of Fourier transform after extending the limit to infinity

F2 =
∫ l/2

−l/2

Ie(z′)ejkz′ cos θdz′ =
∫ ∞

−∞
Ie(z′)ejξz′

dz′ (2.4.37-a)

F2 may be a function of θ, ξ, u or p with the relationship k cos θ = ξ = 2u/l = 2πp/l as
defined here and previously. The current distribution Ie(z′) may be determined through the
inverse Fourier transform of (2.4.37-a)

Ie(z′) =
1
2π

∫ ∞

−∞
F2(θ)e−jz′ξdξ (2.4.37-b)

Eqn. (2.4.37-b) indicates that if F2(θ) represents the desired pattern, the excitation
distribution I (z′) that will yield the exact desired pattern must exist for all values of z′

(−∞ � z′ � ∞). Since physically only sources of finite dimensions are realizable, the
excitation distribution of (2.4.37-b) is truncated at z′ = ±l/2 (beyond z′ = ±l/2 it is set to
zero). The approximate current distribution is denoted as Ie,a(z′). This distribution yields
approximate pattern F2,a(θ)

F2(θ) ≈ F2,a(θ) =
∫ l/2

−l/2

Ie,a(z′)ejξz′
dz′ (2.4.38)

The above procedure of determining current distribution Ie,a (z′) directly through the
Fourier transform of the radiation pattern is actually the Fourier transform method. Alter-
natively, one may expand the current distribution Ie (z′) first

Ie (z′) =
1
l

M∑
m=−M

bme−jβmz′
(2.4.39)
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where βm = k cos θm. Substituting (2.4.39) into (2.4.37-a) yields

F2(θ)=
M∑

m=−M

bm

l

∫ l/2

−l/2

e−jβmz′
ejξz′

dz′

=
M∑

m=−M

bm
sin [kl(cos θ − cos θm)/2]

kl (cos θ − cos θm) /2

=
M∑

m=−M

f2m (θ) (2.4.40)

It is seen that the maximum of each individual term in (2.4.40) occurs when θ = θm, and
it is equal to F2 (θm). In addition, if we choose cos θ = m(λ/l), all other terms of (2.4.40)
which are associated with the other samples are zero at θ = θm. In other words, all sampling
terms f2m(θ) (composing functions) of (2.4.40) are zero at all sampling points other than
at their own. Thus at each sampling point the total field is equal to that of the sample.
Consequently

bm = F2 (θm) (2.4.41)

βm = k cos θm =
kmλ

l
, m = 0,±1,±2, · · · ,±M (2.4.42)

In order to ensure real values of θ (visible region), M should be the closest integer to
M � l/λ.

The physical meaning of (2.4.40) is that the radiation pattern of an aperture with the
current distribution Ie (z′) may be considered as the sum of the radiation patterns with
different uniform aperture distribution bm and linear phase shift βm. Moreover, (2.4.40) is
also recognized as the Shannon sampling theorem. The composing function is the spline
function. This method may be generalized to two-dimensional cases, for example, the cir-
cular aperture. In that case, the radiation pattern from a uniformly distributed circular
aperture is expressed by Bessel function of order 1, that is, J1 (ξ) /ξ. This function should
be the spline function.

For discrete linear arrays with spacing d, l should be replaced by Nd in all the related
formulas.

Example:
Use W-L method to determine the current distribution and the approximate radiation

pattern of a line-source l = 5λ placed along the z-axis whose desired radiation pattern is
symmetrical about θ = π/2, and is given by

F2(θ) =
{ 1, π/4 � θ � 3π/4

0, elsewhere

This is referred to as a sectorial pattern.

Solution:

Since l = 5λ, M = 5, the sampling separation is 0.2. The total number of sampling points
is 11. The angles where the sampling is performed are given, according to (2.4.42), by

θm = cos−1

(
m

λ

l

)
= cos−1 (0.2m) , m = 0,±1, · · ·,±5



2.4 N-Element Linear Array: Uniform Spacing, Nonuniform Amplitude 51

The angles and the excitation coefficients at the sample points are listed in Table 2.2.

Table 2.2 Values of θm and bm.

m θm(◦) bm = F2(θm) m θm(◦) bm = F2(θm)

0 90 1

1 78.46 1 −1 101.54 1

2 66.42 1 −2 113.58 1

3 53.13 1 −3 126.87 1

4 36.87 0 −4 143.13 0

5 0 0 −5 180 0

The computed pattern is shown in Figure 2.10(a) where it is compared with the desired
pattern and a good reconstruction is indicated. The side lobe level, relative to the value of
the pattern at θ = 90◦, is 0.160 (−15.9dB).

To demonstrate the synthesis of the pattern using the sampling concept, all seven nonzero
composing functions f2m (θ) used for the reconstruction of the l = 5λ line-source pattern
are also given in Figure 2.10(b). It can be seen that the value of the desired pattern at each
sampling point is determined solely by the maximum value of a single composing (spline)
function.

For an array of N=10 elements (number of sampling points Ns=11 in this example) with
an element spacing of d = λ/2, the excitation coefficients of the array at the sampling points
are the same as those of the line source. Using the values of bm listed above, the computed
array factor pattern using (2.4.40) by setting l = Nd is shown in Figure 2.10(a). A good
synthesis of the desired pattern is displayed. The side lobe level is 0.221(−13.1dB). The
excitation coefficient of each array element is given by

In (z′n) =
1

Ns

M∑
m=−M

bme−jkz′
n cos θm

where z′n indicates the position of the nth element symmetrically located about the geo-
metrical center of the array. This position is in the middle, between two sampling points.
The excitation coefficients along with their symmetrical position are listed in Table 2.3. To
achieve the normalized amplitude pattern of unity at θ = 90◦ in Figure 2.10(a), the array
factor must be multiplied by 1/

∑
In = 1/0.4545463.

There are some comments on the Fourier transform method and the W-L method by C.
A. Balanis in [3]: “The Fourier transform method is best suited for reconstruction of desired
patterns which are analytically simple and which allow the integrations to be performed in
closed form. Today, with the advent of high-speed computers, this is not a major restriction
since integration can be performed (with high accuracy) numerically. In contrast, the W-L
method is more flexible, and it can be used to synthesize any desired pattern. In fact, it
can even be used to reconstruct pattern which, because of their complicated nature, cannot
be expressed analytically. Measured patterns, either of analog or digital form, can also be
synthesized using the W-L method.”
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Figure 2.10 Desired and synthesized patterns, and composing functions for Woodward-Lawson designs.

(After Balanis [3], c© 1997 Wiley)

Table 2.3 Values of In. (After Balanis [3], c© 1997 Wiley)

Element Number n Element Position z′n Excitation Coefficient In

±1 ±0.25λ 0.5177930
±2 ±0.75λ −0.0313252
±3 ±1.25λ −0.0909091
±4 ±1.75λ 0.1007740
±5 ±2.25λ −0.0417864
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2.4.5 Supergain Arrays[2]

As is seen in Section 2.4.1, the total excursion of W along the unit circle is 2kd. The
intriguing possibility arises that one could make the inter-element spacing d smaller and
smaller, simultaneously repositioning the roots on the unit circle so that they always remain
within the range of W , and in such a way that the pattern in real space is unaltered. In
this manner, a sum pattern with a main beam of a prescribed beamwidth and side lobes of
prescribed heights could be generated by an equispaced linear array of a specified number
of elements, but with the total length of the array arbitrarily small.

As a specific illustration of this possibility of a reduced-length array, consider once again
the five-element equispaced linear array (d = λ/2, β = 0) given in Section 2.4.1. According
to (2.4.3), the array factor is

AF = |f (W )| =
∣∣(W − ejψ1

) (
W − e−jψ1

) (
W − ejψ2

) (
W − e−jψ2

)∣∣
=W 4 − 2W 3 (cosψ1 + cosψ2) + 2W 2 (1 + 2 cosψ1 cosψ2)

−2W (cosψ1 + cosψ2) + 1 (2.4.43)

Assuming ψ2 = 2ψ1, the current distribution is then given by

1 −2 (cosψ1 + cos 2ψ1) 2 (1 + 2 cosψ1 cos 2ψ1) −2 (cosψ1 + cos 2ψ1) 1 (2.4.44)

When ψ1 = 72◦, ψ2 = 2ψ1 = 144◦ as given in Figure 2.5(a), all of these currents are
in unity and

[
(1)2 + (1)2 + (1)2 + (1)2 + (1)2

]
R denotes the ohmic losses, with R as some

appropriate ohmic representation of the resistivity and shape of an element. The field
strength at the peak of the main beam is measured by the sum of the currents and therefore
the total radiated power can be represented by (5)2 k, with k a factor that depends on
pattern shape. Assume that, with ψ1 = 72◦, the ohmic losses are 1% of the power radiated.
Then 52k = 100 (5R), or k = 20R.

Now assume ψ1 = 1◦, that is, there has been a 72-fold contraction in the length of the
array and in the root replacement on the unit circle. For this case, (2.4.44) gives, for the
current distribution, 1 −3.998477 5.996954 −3.998477 1. Compared with the antenna of the
same length with uniform current distribution, the antenna with this current distribution
has much larger gain and is known as the supergain antenna. In this case,

∑
(I)2 =

2 × 12 + 2 × (3.998477)2 + (5.996954)2 = 70.∑
I =2 + 2(1 + 2 cosψ1 cos 2ψ1) − 4(cosψ1 + cos 2ψ1)

=8
[
(cos2 ψ1 − 1)(cosψ1 − 1)

]
≈16

[
1 − ψ2

1/2 − 1
]2

= 4ψ4
1 = 0.371× 10−6

The ohmic losses have become
∑

(I2)R = 70R, and the radiation power (
∑

I)2k = 0.13764×
10−12k. The ratio of the power radiated to the ohmic losses is

0.13764× 10−12k

70R
= 0.39326× 10−12

The ohmic losses, which were assumed to be only 1% of the radiated power at d = λ/2
spacing, are in contrast a trillion times as large as the radiated power at d = λ/(2 × 72) =
λ/144 spacing. Even with a modest reduction in spacing to d = λ/4 the ohmic losses are four
times as large as that of the radiated power. This simple example serves to illustrate that
the drastic penalty is the loss of efficiency if reduction of length is contemplated for linear
arrays. Further study shows that mechanical and electrical tolerances become severe and
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frequency bandwidth is sharply narrowed as the inter-element spacing is contracted. Before
these problems are properly solved, the application of supergain is actually impractical.
The supergain phenomenon should also be considered in the research of electrically small
antennas.

2.5 N-Element Linear Array: Uniform Amplitude, Nonuniform Spacing

The element spacings provide another parameter, in addition to the amplitude and phase
of the element current, which can be used to control the radiation pattern. In practice, array
elements cannot be located much closer than a half wavelength as indicated in Section 2.4.5.
Furthermore, the sizes of practical antenna elements are of the order of a half-wavelength
dimension, and it would be difficult to make elements much smaller without loss of efficiency.

An aperture that contains N elements equally spaced at half-wavelength intervals contains
more elements than if the spacings are made unequal and if the minimum spacing is a half-
wavelength. Since the unequally spaced array contains fewer elements than the conventional
array occupying the same aperture, it is said to be “thinned.” The conventional array with
half-wavelength spacing is called a “filled” array.

Unequally spaced arrays may be used to obtain radiation patterns with low peak side lobes
without the need for an amplitude taper (although the amplitude taper is still possible).
This might be of importance in applications where it is not convenient to individually adjust
the amplitude of the current on the elements. Moreover, fewer elements result in low cost
and easy maintenance.

Grating lobes, as explained in Section 2.3, are equal in magnitude to the main lobe and
are formed in equally spaced arrays when the electrical spacing between elements is wide
enough to cause phase differences between adjacent elements of more than 2π radians. The
phantom-bit technique described in Section 2.3 provides a solution to this problem for phased
array by randomly shifting the phase center to destroy the periodicity. The unequally spaced
array provides an alternative, to permit the antenna to scan over a wide angle or to operate
over a wide frequency range without the formation of grating lobes that could appear with
an equally spaced array.

2.5.1 Density Taper-Deterministic[1]

When the element spacings are of the order of one-half wavelength, the radiation pattern
of an equally spaced array is a close approximation to that from a continuous aperture of
the same size and illumination function. With this as a guide it is of interest to consider the
design of an unequally spaced array by attempting to approximate the continuous-aperture
current density with equal-amplitude samples spaced nonuniformly. In so doing, the density
of the equally excited, unequally spaced radiating elements as a function of location within
the aperture will be of the same form as the continuous current density function of the
conventional antenna used as the model. This design procedure is called density tapering
to distinguish it from the more usual amplitude tapering. It has also been known as space
tapering. The continuous aperture illumination from which the density taper is derived is
called the model function and will be denoted by i0(x).

The quality of the approximation to a continuous aperture current density function by an
array depends on the number of elements. The thinner the array, the poorer the approxi-
mation. It is found that the main lobe of the density-tapered array and the main lobe of the
continuous aperture used as the amplitude-tapered model are close approximations of one
another. Also, the near-in side lobes are generally similar. However, the far-out side lobes
can deviate considerably and generally rise to relatively large values.
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One method of selecting the element locations of the density-tapered array is trial and
error. Although this can often produce satisfactory results, it can be a tedious procedure,
especially when the number of elements is large. This section describes a systematic proce-
dure for finding the element locations by a method other than trial and error. It is based on
the equal-area approximation to the aperture illumination function and uses the cumulative
current distribution (integral of the density) rather than the current density itself. It is
called a deterministic method to distinguish it from the statistical method discussed in the
next section.

To employ density tapering, an amplitude-tapered illumination function is first selected
as a model. One criterion for its selection is that, when used with a continuous aperture,
its radiation pattern should be similar to that desired of the density-tapered array. The
illumination function of the amplitude-tapered model might be as shown in Figure 2.11 (a).
To locate the positions of the M elements the area under the curve is divided into M equal
parts and an element is placed at center of each of the intervals defined by the equal areas, as
illustrated in Figure 2.11 (b). The density of the equally excited, unequally spaced discrete
current depicted in (b) is seen to approximate the continuous current density function of
(a).

−a / 2

−a / 2

x a / 2

a / 2

Equal Areas
i0(x)

I0(x)

(a) Model current density illumination function
 (amplitude taper) divided into 11 equal sub-arrays

(b) Location of density-tapered elements

(c) Cumulative current distribution
x

Figure 2.11 Deterministic density taper.
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The element locations in a linear array may be determined with the equal-area approx-
imation applied to the cumulative distribution I0(x) of the model aperture illumination,
rather than the current density i0(x). The relationship between the two is given by

I0(x) =
∫ x

−a/2

i0(x)dx (2.5.1)

which is the integral of the amplitude-tapered current density i0(x) taken over the limits
(−a/2, x), or (−∞, x), since i0(x) = 0 for x < −a/2. The cumulative distribution is plotted
in Figure 2.11 (c). The equal areas may be found by dividing the ordinate into M equal
increments and projecting these points onto the x axis, as shown in Figure 2.11 (c). The
elements are then located within the center of each interval. The procedure is similar to the
trapezoidal rule for approximating an integral.

2.5.2 Density Taper-Statistical[1]

In this approach to the design of the density-tapered array, the model amplitude-tapered
illumination function is employed to determine, on a probabilistic basis, whether or not an
element should be located at a particular point within the aperture. The model illumination
function serves a role analogous to that of the probability density function of probability
theory, although it does not necessarily conform to the strict definition of a probability
density function. The elements are located randomly (actually pseudorandomly) rather
than in some definite manner as in the deterministic density taper of the preceding section.
However, the elements are not uniformly random across the aperture, but their average
density, computed statistically, follows the form of the model amplitude-taper illumination
function. This method is called a statistical density taper, since the radiation pattern of a
particular class of design can be specified beforehand only in statistical terms.

The procedure for designing a statistical, density-tapered array may be illustrated with the
aid of Figure 2.12. The curve represents the amplitude taper i0(x) of the model aperture
illumination. The scale of the ordinate is so adjusted that the maximum of the model
amplitude taper is equal to k, where 0 � k � 1 . In the present discussion and in Figure 2.12,
k=1. Along the abscissa are N possible element-pair locations. (The array consists of pairs
of elements, since symmetry is assumed throughout this chapter when considering linear
arrays.) The possible element locations are equally spaced (generally one-half wavelength).

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0
N N

5 4 3 2 1 0 1 2 3 4 5 a / 2−a / 2

Probability that an
element is at location n

(n) = i0(x)ρ

Figure 2.12 Model aperture illumination used to determine placement of elements in statistical

density-taper, method of designing unequally spaced arrays.
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The model amplitude taper specifies the probability that an element pair will be located at
the nth equally spaced position of the aperture.

The design of the statistical density taper begins by selecting a continuous amplitude
taper i0(x) whose pattern is to be approximated by the density-tapered array. From the
continuous distribution i0(x), a discrete approximation is obtained. This is denoted An

and is the aperture illumination of an amplitude-tapered filled array used as the model for
the density taper, where 0 � An � 1. Each possible element location is examined in turn
to determine whether or not an element is to be located there. An element is placed at
a particular point if the value of the amplitude taper An at that location is less than a
number, chosen at random, between the values of 0 and 1. Let us say that the amplitude
taper An at some element location n has a value of 0.7. A random-number generator or
table is consulted, and a number between zero and one is selected. If it is less than An (in
this case 0.7), the element remains. If the random number is greater, it is removed. If this
is repeated in many designs, the element will remain at that particular location a fraction of
times equal to the value of the model amplitude taper at that point. Thus in this example,
an element will be allowed to remain seven times out of ten on the average. With enough
elements, the pattern of the statistically designed density-tapered array will approximate
that of the amplitude-tapered filled array used as the model. This is a relatively simple
design procedure and can be readily implemented with a digital computer.

The degree of thinning achieved will depend upon the value of k and the shape of amplitude
taper. With typical amplitude tapers, the degree of thinning with k = 1 is about 40 to 60
percent for circular planar apertures. When k = 1, the design is said to be naturally thinned.
Greater thinning is obtained with values of k less than unity.

Finally, there are some features of the thinned array that should be pointed out:

1. The gain of a thinned array of isotropic elements each radiating equal power is ap-
proximately equal to the number of elements within the aperture.

2. The beamwidth is of the order of λ0/D, where λ0 is the wavelength and D is the
aperture dimension.

3. Removing elements in the thinned array results in reduced gain compared with a filled
array with the same beamwidth. In a receiving array, there is a decrease in signal-to-
noise ratio.

4. The average side lobe level of a highly thinned array relative to that of the main beam
approaches a value equal to the reciprocal of the number of elements remaining in the
array. For the thinned array, the energy is not assigned to broaden the main beam.
As a result, the side lobe level of especially the far-out side lobe level will be increased.
If the thinning is not too severe (of the order of half the elements removed) the peak
side lobe level can be kept to a reasonable value and can be made competitive with
that of a conventional design.

2.6 Signal Processing Antenna Array

Signal processing is used in an antenna array to form the desired beam. This process is
also called beamforming (BF) and is often referred to as spatial filtering. The outputs from
elements in the array can be subjected to various forms of signal processing, where phase or
amplitude adjustments are made to produce outputs that can provide concurrent angular
information for signals arriving in several different directions in space.
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If the beamforming is carried out at radio frequency (RF), the analog beamforming net-
work usually consists of devices that change the phase and power of the signals. It is
sometimes desirable to form multiple beams that are offset by finite angles from each other.
A multiple-beamforming network is known as a beamforming matrix. The best-known ex-
ample is given by the Butler matrix[7] and will be introduced in Section 2.6.1.

In some applications, it is necessary to electronically scan the beam of an antenna. This
can be accomplished by changing the phase of the signals at the antenna elements. If only
the phases are changed, with the amplitude weights remaining fixed as the beam is steered,
the array is commonly known as a phased array, which was introduced in Section 2.3.

Beamforming can be carried out at intermediate frequencies (IF). The beamforming net-
work can be implemented using resistors, hybrid circuits, and trapped delay lines, which
are constructed using lumped circuits. The beamforming may be more convenient in many
respects, since it may be performed after amplification has taken place so that the losses in
the beamforming network are less important. However , it requires that each element must
have its own RF-to-IF receiver.

Alternatively, the beamforming may be carried out at element level through digitalization,
which is recognized as digital beamforming (DBF)[8]. The DBF antenna system is based on
capturing the radio frequency (RF) signals at each of the antenna elements and converting
them into two streams of binary baseband signals (i.e, in-phase (I) and quadrature-phase
(Q) channels). Included within the digital baseband signals are the amplitudes and phases
of signals received at each element of the array. The beamforming is carried out by weighting
these digital signals, thereby adjusting their amplitudes and phases such that when added
together they form the desired beam. The main advantage gained from DBF is greatly
added flexibility without any attendant degradation in signal-to-noise ratio (SNR). In many
ways it can be considered to be the ultimate antenna, in that all of the information arriving
at the antenna aperture is captured in the digital streams that flow from this face. The
price paid to obtain the advantages of this kind of array is cost and complexity.

In one channel receiver application, it is still possible to capture all the information arriving
at the antenna aperture through time sequence phase or angle weighting. After recovering
the amplitude and phase distribution on the aperture, the angular superresolution may be
realized by using the signal processing technique. This kind of array will be discussed in
Section 2.6.2.

The adaptive beamforming is used to optimize the array pattern by adjusting the element
control weights until a prescribed objective function is satisfied. Adaptive beamforming
technology is also referred to as smart antenna technology in the sense that the information
on the aperture of the antenna is used adaptively and completely.

Although the antenna synthesis described in previous sections may be considered as an-
tenna beamforming in general, in the following some specific topics will be addressed.

The comparison between array signal processing and time signal processing is helpful,
which is shown in Table 2.4.

Table 2.4 Comparison between array signal processing and time signal processing.
Sampling Variable Spectrum System Filtering

Function

Time Signal X(n) Time Frequency Transfer Enhance or Suppress

Processing spectra Function Signals of Different

Frequencies

Array Signal Xn Space Spatial Radiation Enhance or Suppress

Processing Spectra Pattern Signals of Different

Directions
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2.6.1 Multi-Beam Antenna Array (Analog Beamforming)

In a beamforming matrix, an array of hybrid junctions and fixed-phase shifters are used
to achieve the desired results. For example, a Butler beamforming matrix for a four-element
array is shown in Figure 2.13(a). This matrix uses four 90◦ phase-lag hybrid junctions with
the transmission properties shown and two 45◦ fixed-phase shifters. In transmitting, by
tracing the signal from the four ports to the array elements or by using (2.6.1), one should
be able to find the aperture relative phase distribution corresponding to the individual ports
of a four-port Butler matrix. Consequently the beam direction may easily be found.

r

xddd

x1 x2 x3 x4

ϕ

45 45

2 4 1 3
y2 y4 y1 y3

(a) 4×4 Butler matrix (b) A hybrid used in the matrix

−90 −90

0 0

° ° ° °

° °

Figure 2.13 Principle of multi-beam array formed by Butler matrix.

Butler matrix (network) beamforming is similar to the fast Fourier transform (FFT)
process. In fact, they have a 1 to 1 equivalence. Surprisingly, the Butler matrix was
developed before the FFT. However, there is an important difference between them: a
Butler matrix processes signals in the analog domain, whereas the FFT processes signals in
the digital domain.

The multi-beam antenna array has many applications. As an example, Figure 2.14 shows
a switched beam smart antenna system. Base transceiver stations (BTS) in which antenna
arrays employ narrow beams pointing to each user rather than omni or directional antenna
covering a large number of users or areas can provide better network performance. It is
the theoretical basis of smart antenna system (SAS) designed for a modern cellular network,
which is much challenged by network capacity and service quality due to the increased inter-
net traffic volume. The application of SASs with BTSs reduces the co-channel interference
level in a cellular network on both the uplink and the downlink directions due to the nar-
rower antenna beamwidth. It in turn improves the bit energy-to-interference power spectral
density ratio of received signals and consequently enhances the network capacity and/or
improves the service quality.

After having the received signal-strength indicator (RSSI) and the direction of arrival
(DOA) information, the selecting and switching of the beam to the desired target will be
carried out. According to the structure shown in Figure 2.13(a), the transform matrix of
the Butler network is given as
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matrix
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matrix
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Control
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Figure 2.14 Switched beam smart antenna system.
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where the number in matrix is in degrees. If we denote the matrix as B, then we have

X = B−1Y = BT Y (2.6.2)

where X = [x1, x2, x3, x4]T and Y = [y1, y2, y3, y4]T . The second identity is due to the
orthogonality of matrix B. In receiving, X is known and we may use (2.6.2) to find Y.
Super-resolution algorithms are applied to estimate the DOA from X. In case of K mobile
users in a sector, the vector X can be written as

X (t) =
K∑

i=1

a (θi)Si (t) + n (t) = A (θ)S (t) + n (t) (2.6.3)

and

A (θ) = [a (θ1) , a (θ2) , · · · , a (θk)] (2.6.4)

where S (t) = [S1 (t) , S2 (t) , · · · , Sk (t)]T is the incoming signal, and n (t) is a complex noise
vector. The kth direction vector a (θi) is

a (θi) =
[
1, ejkd sin θi , ejk2d sin θi , ejk3d sin θi

]T
(2.6.5)

where d denotes the inter-element spacing.
The angle resolution depends on the first null beamwidth (FNBW). If two targets are

inside the FNBW, they will not be distinguished. The FNBW 2θ′0 may be derived from
Nψ/2 = π for a uniform array (see formula (2.2.2-a)) and it gives cos θ0 = sin θ′0 = λ/Nd,
where θ′0 = 90◦ − θ0. Therefore

2 sin θ′ ≈ 2θ′ =
2λ

Nd
≈ 2λ

D
(2.6.6)

where D is the dimension of the aperture. The limitation of the angle resolution subject to
(2.6.6) is known as the Rayleigh criterion. The resolution surpassing the Rayleigh criterion
is called the super-resolution. The super-resolution algorithm, RELAX and MUSIC may be
applied to (2.6.3) to get the super-resolution. The improvement factor of resolution against
Rayleigh criterion is listed in Table 2.5[8–10].
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Table 2.5 Comparison of resolution capability of RELAX and MUSIC

in terms of the resolution improvement factor against Rayleigh criterion.

SNR (dB)
Improvement Factor of Resolution

RELAX MUSIC

∞ 6.7 40.0
20 5.0 2.7
10 2.9 2.0
0 1.7 0.7

It is seen that higher resolution DOA estimation can be achieved as super-resolution
algorithms are applied to the switch beam smart antenna. The resolution capability of the
RELAX algorithm for SNR is better than that of the MUSIC algorithm. However, the
MUSIC method provides better resolution for higher SNR and takes less computer time.
For lower SNR, the RELAX algorithm is a better candidate.

2.6.2 Angular Super-Resolution for Phased Antenna Array through Phase

Weighting[11]

In the example of angular super-resolution given in Section 2.6.1, both amplitude and
phase on each element should be acquired. In most of the conventional phased array, there
is only one output channel. To realize the angular super-resolution, the amplitude and
phase distributions on the aperture still need to be acquired. In this case, this distribution
may be obtained by time sequence phase weighting. The principle of this technique may
be illustrated through the four-element phased array shown in Figure 2.15. The phase
weighting is realized by variable phase shifter. The power divider is a 3dB hybrid coupler.
For example, when x1, x2 are with equal amplitude and in-phase, the output will be the
sum of them and zero output to the matched load. If out-of-phase, the output will be zero
and the signal will be absorbed by the matched load.

PD PD

PD

R Receiver

Matched load

Power divider (Magic
T hybrid junction)

Variable phase shifter
for phase weighting

x1 x2 x3 x4

W4W3W2W1

Figure 2.15 Configuration of phase weighting angular super-resolution antenna array.

If the signal on the aperture is X′ = [x1, · · · , xN ]T , where N is the number of the elements,
and in Figure 2.15 it is 4. The output Y to the receiver is
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Y =
1√
N

WX′ (2.6.7)

W is the weighting matrix. Define X′/
√

N = X, then we have

Y = WX, X = W−1Y (2.6.8)

The weighting matrix is chosen to be the Hadamard matrix HN , that is W = HN . According
to the property of Hadamard matrix

W = HN = H2 ⊗ HN/2, W−1 =
1
N

HN , H2 =
[

1 1
1 −1

]
(2.6.9)

where ⊗ denotes Kronecker product. If N=4

H4 = H2 ⊗ H2 =

⎡
⎢⎢⎣

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎤
⎥⎥⎦ (2.6.10)

From (2.6.10), it is seen that the weighting matrix relates to a 0 − π phase modulation. It
is easy both for real time calculation and for the hardware realization. Actually, X and Y
are a Walsh-Hadamard transform pair

Y = HNX, X =
1
N

HNY (2.6.11)

Therefore, for an N element array, through n times phase weighting, the amplitude and
phase distribution may be recovered. This technique may also be considered as using pattern
diversity to obtain the space information. After the aperture distribution is recovered, the
non-linear spectrum estimation algorithm, such as RELAX, is used to obtain the super-
resolution.

According to the Parseval’s theorem, the following identities hold

N∑
i=1

|xi|2 =
1
N

N∑
k=1

|yk|2 (2.6.12)

or
N∑

i=1

|x′
i|2 =

N∑
k=1

|yk|2 (2.6.13)

Formulas (2.6.12) and (2.6.13) show that the energy in i domain (space or element domain)
is equal to that in k domain (time domain). That is, the Walsh-Hadamard transformation
is subject to the energy conservation law. The total power P received by the receiver for N
times is equal to that received by N elements once. However, the total received power by the
array n times should be NP ; obviously the power (N − 1)P/N is absorbed by the matched
loads in the system when the Wilkinson power divider is used and is scattered when the
conventional power divider is used. This technique was used in a one-dimensional phased
antenna array with 139 antenna elements. The angle resolution is improved by a factor of 2
under 15dB signal-to-noise ratio(SNR).
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2.6.3 Angular Super-Resolution for Conventional Antenna through Angle

Weighting[12, 13]

If linear phase weighting is used in the phase weighting technique, the pattern diversity is
actually the beam scan. In conventional antennas this scan can be realized through mechan-
ical rotation. Therefore, based on the similar idea as that in phase weighting technique, we
may use the outputs from different angles to recover the aperture distribution of a virtual
uniform linear array antenna. After it is done, the nonlinear spectrum estimation algorithm
is applied to achieve the super-resolution.

Consider a one-dimensional linear antenna array with M elements. The spacing between
array elements is d. We assume that the weights of each element are H(1), H(2), · · · , H(M).
The far field pattern of this array can be written as:

h(θ) =
M∑

m=1

H(m)ej2π [m−(M+1)/2]d sin θ
λ , −900�θ�900 (2.6.14)

Sampling the far field pattern with interval Δθ, then the discrete far field pattern is:

h(n) =
M∑

m=1

H(m)ej2π [m−(M+1)/2]d sin(nΔθ)
λ , −round(900/Δθ)�n�round(900/Δθ) (2.6.15)

h(n) and H(m) are discrete Fourier transform pair, so the weights of the antenna elements
can be obtained from h(n) as:

H(m) =
round(90◦/Δθ)∑

n=− round(90◦/Δθ)

h(n)e−j2π
[m−(M+1)/2]d sin(nΔθ)

λ , m = 1, 2, · · · , M (2.6.16)

For a real aperture antenna with same aperture size D = (M − 1)d, an equivalent linear
array antenna can always be found from its discrete far field pattern h(n).

When the real aperture antenna is scanned in an angle, the output of the antenna is
the convolution of the target distribution to the antenna pattern. So the output of the real
aperture antenna sampled with interval Δθ as the antenna is stepped in angle can be written
as follows:

s(n) = x(n) ⊗ h(n) (2.6.17)

where x(n) is the angular distribution of radar targets, and ⊗ denotes the convolution
operator. The discrete Fourier transform of (2.6.17) is as follows:

S(m) = X(m) · H(m) (2.6.18)

where X(m) are complex response values of the equivalent linear array antenna elements
related to the scattered wave from targets while the normal direction of the equivalent
antenna points to θ = 0 , and can be obtained by:

X(m) = S(m)
H(m) , m = 1, 2, · · · , M (2.6.19)

X(m) can also be expressed as
X = AS + N (2.6.20)

where X = [X(1), X(2), · · · , X(M)]T , S is a p× 1 vector of scattering strength of targets, p
is the number of targets, A is an m× p transfer matrix whose columns are steering vectors
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of targets, and N is an m× 1 vector of independent random complex noise. Then, the non-
linear super-resolution algorithm is adopted to get the super-resolution angular distribution
from X(m).

The experimental results in the laboratory and from a conventional array antenna all show
that the angle resolutions are improved by a factor of 2 under the reasonable SNR.

2.6.4 Adaptive Beamforming Antenna Array

An adaptive array differs from a conventional array in that the complex weights on the
antenna elements are not determined by the designer in advance. Instead, feedback control
signals are obtained from within the system for optimization of the element weights. The
control signals may be obtained from samples of the radiation field received by the antenna
elements. Alternatively, they may be obtained from the system output by comparison of
the output with some known or desired output. There are 2N degrees of freedom in an
N -element array, one for amplitude and one for phase of each complex weight. When only
the shape of the radiation pattern is to be controlled, 2(N −1) suffice because the amplitude
and phase of one of the complex weights may be chosen arbitrarily. The element with the
arbitrary weight is called the reference element. Its amplitude represents an arbitrary gain
setting for the array; its phase represents an arbitrary fixed phase shift across the array.
Neither affects the normalized radiation pattern.

The idea of interference suppression is illustrated through a two-element array shown in
Figure 2.16(a)[8]. The desired signal, s(t), arrives from the foresight direction (θs = 0)
and the interference signal, I(t), arrives from the angle (θI = π/6) radians. The incident
interference signal arrives at element 2 with a phase lead with respect to element 1 of
value (2π/λ0)d sin(π/6) = π/2. After the weighting, the outputs for desired signal and
interference are yd = A exp(j2πf0t)(W1 +W2) and yI = N exp(j2πf0t)(W1 +exp(jπ/2)W2)
respectively. The solution for W1 + W2 = 1, W1 + exp(jπ/2)W2 = 0 is found to be W1 =
(
√

2/2) exp(−jπ/4) and W2 = (
√

2/2) exp(jπ/4) respectively. The radiation pattern is

F (θ) = (
√

2/2)
[
e−j(π/4+π sin θ/2) + ej(π/4+π sin θ/2)

]
=

√
2 cos(π/4 + π sin θ/2)

It indeed produces zero radiation at θs = π/6 radians.
Even if the directions of the interference are unknowns, it is still possible to find the

weighting coefficients which may produce nulls at the direction of interference (See [23] and
Prob. 2.13).

The general configuration to illustrate the principle is shown in Figure 2.16(b). Suppose
the received signal is y(t) = [y1(t), · · · , yN(t)]T , the weighting vector w = [w1, · · · , wN ]T ,
the output then is wHy(t). If the desired (reference) signal is r(t), the error signal is
e(t) = r(t) − wHy(t). The time-average value of |e(t)|2 is[14]

|e(t)|2 = |r(t)|2 − 2wHSyr + wHRyyw (2.6.21)

where Syr = y(t)r∗(t), Ryy = y(t)yH(t). (2.6.21) is a quadratic function of the weights.
This means that there is a unique set of values wi such that |e(t)|2 is a minimum. Now the
mean square error (2.6.21) when differentiated with respect to wi leads to

∇(|e(t)|2) = −2Syr + 2RyyW (2.6.22)

Letting the gradient ∇(|e(t)|2) = 0, one may have the optimum solution to W as

Wopt = R−1
yySyr (2.6.23)

According to the received signal, the system may adaptively produce the optimized weights.
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Figure 2.16 Principle of adaptive array configuration.

An explicit reference signal may not always exist. For this particular reason, a blind adap-
tive beamforming concept has been conceived and developed[8]. The adaptive techniques
used in blind adaptive beamforming are essentially the same as those used in conventional
adaptive beamforming. The key difference is that blind adaptive beamforming does not re-
quire an explicit reference signal. Instead, a blind adaptive beamforming system generates
its own reference signal based on the implicit characteristics of the wanted signal. These
hidden characteristics include the constant modulus property, information from the decision
process, cyclostationarity and other similar communications signal features. The constant
modulus algorithm (CMA)[15] has gained a lot of interest. Some efforts to improve this
algorithm, including the combination of DOA (direction of arrival), have been made[16, 17].

Finally, the following points should be emphasized:

• A digital beamforming (DBF) adaptive antenna system can be considered to be the
ultimate or perfect smart antenna system in the sense that it is possible to capture
and to adaptively make use of all the information that falls on the antenna aperture.
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It can provide independently controllable simultaneous beams. The DBF antenna is
truly the product of a marriage between electromagnetics and digital signal processing.

• Adaptability and signal processing are separate attributes. An array may have just one
or both. A nonadaptive example of signal processing is synthetic aperture radar(SAR);
an example of an adaptive system without signal processing is the monopulse radar.
The use of analog or digital techniques for the adaptive circuits or the signal processing
circuits is a matter of designer’s choice.

• The smart antenna system (SAS) is composed of three parts: antenna array (linear,
sector, circular, · · · ), beam-forming network and DOA estimator (with reference or
blind). SAS is significant in improving the performance of communication and radar
system, such as greater capacity, higher signal interference noise ratio (SINR), less
base station requirement and so on. The limitations of the application are the real
time signal processing ability and the cost barrier.

• In the case of a single channel, the time sequence phase weighting can be used to obtain
the aperture distribution without DBF. The price paid for is the time. To enhance the
angle resolution, the aperture may be equivalently enlarged by using SAR technique
or/and the super-resolution algorithm.

2.7 Planar Arrays

In addition to placing elements along a line (to form a linear array) individual radiators
can be positioned along a rectangular grid to form a rectangular or planar array. Planar
arrays provide an additional variable, which can be used to control and shape the pattern
of the array. Planar arrays are more versatile and can provide more symmetrical patterns
with lower side lobes. In addition, they can be used to scan the main beam of the antenna
toward any point in space[3].

2.7.1 Array Factor

If M by N elements are initially placed along the x-axis and y-axis, as shown in Figure
2.17, the array factor of it can be written similar to (2.4.1) as

AF =
M∑

m=1

N∑
n=1

Imn

I11
ej(m−1)(kdx sin θ cos φ+βx)ej(n−1)(kdy sin θ sin φ+βy) (2.7.1)

where Imn is the excitation coefficient of each element. The spacing and progressive phase
shift between the elements along the x-axis and y-axis are represented, respectively, by dx, dy

and βx, βy. If each row has the same current distribution, even though the current levels are
different in different rows, that is, Imn/Im1 = I1n/I11, then Imn/I11 = (Im1/I11)(I1n/I11).
In that case, the current distribution is said to be separable and the array factor can be
expressed in the form

AF = SxMSyN (2.7.2)

where

SxM =
M∑

m=1

Im1

I11
ej(m−1)(kdx sin θ cos φ+βx) (2.7.3-a)

SyN =
N∑

n=1

I1n

I11
ej(n−1)(kdy sin θ sin φ+βy) (2.7.3-b)
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Figure 2.17 Planar array geometries.

Eqn. (2.7.2) indicates that the pattern of a rectangular array is the product of the array
factors of the arrays in the x and y directions.

If Imn/Im1 = I1n/I11 = I0, (2.7.2) can be expressed as

AF = I0

M∑
m=1

ej(m−1)(kdx sin θ cos φ+βx)
N∑

n=1

ej(n−1)(kdy sin θ sin φ+βy) (2.7.4)

According to (2.7.2), the normalized form of (2.7.4) can be written as

AFn(θ, φ) =

⎧⎪⎪⎨
⎪⎪⎩

1
M

sin
(

M

2
ψx

)

sin
(

ψx

2

)
⎫⎪⎪⎬
⎪⎪⎭

⎧⎪⎪⎨
⎪⎪⎩

1
N

sin
(

N

2
ψy

)

sin
(

ψy

2

)
⎫⎪⎪⎬
⎪⎪⎭ (2.7.5)

where ψx = kdx sin θ cosφ + βx, ψy = kdy sin θ sinφ + βy.
When the spacing between the elements is equal or greater than λ, multiple maxima of

equal magnitude are formed. The principle maximum is referred to as the major lobe and
the remaining as the grating lobe as discussed in Section 2.3.

For a rectangular array, the major lobe and grating lobes of SxM and SyN in (2.7.3-a)
and (2.7.3-b) are located at

kdx sin θ cosφ + βx = ±2mπ, m = 0, 1, 2, · · ·
kdy sin θ sinφ + βy = ±2nπ, n = 0, 1, 2, · · · (2.7.6)

In most practical applications it is required that the conical main beams of SxM and SyN

intersect and their maxima be directed toward the same direction. If it is desired to have
only one main beam that is directed along θ = θ0 and φ = φ0, the progressive phase shift
between the elements in the x- and y- directions must be equal to

βx =−kdx sin θ0 cosφ0

βy =−kdy sin θ0 sin φ0 (2.7.7)
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When solved simultaneously, (2.7.7) can be expressed as

tan φ0 =
βydx

βxdy

sin2 θ0 =
(

βx

kdx

)2

+
(

βy

kdy

)2

(2.7.8)

The principle maximum (m = n = 0) and the grating lobes can be determined by

sin θ cosφ − sin θ0 cosφ0 = ±mλ

dx
, m = 0, 1, 2, · · · (2.7.9-a)

sin θ sin φ − sin θ0 sin φ0 = ±nλ

dx
, n = 0, 1, 2, · · · (2.7.9-b)

When solved simultaneously, they reduce to

φ = tan−1

[
sin θ0 sin φ0 ± nλ/dy

sin θ0 cosφ0 ± mλ/dx

]
(2.7.10)

and

θ = sin−1

[
sin θ0 cosφ0 ± mλ/dx

cosφ

]
= sin−1

[
sin θ0 sinφ0 ± nλ/dy

sinφ

]
(2.7.11)

Using a similar approach as that in Section 2.3, we may obtain the condition to avoid the
grating lobes. In (2.7.9-a), let m = 1, we have

sin θ cosφ = sin θ0 cosφ0 ± λ

dx
(2.7.12)

Because |sin θ cosφ| � 1, we should have

−1 � sin θ0 cosφ0 ± λ

dx
� 1

dx <
λ

1 + |sin θ0 cosφ0| (2.7.13)

The maximum value of sin θ0 cosφ0 is sin θmax, where θmax is the maximum scan angle.
Therefore the condition to avoid the grating lobes is

dx <
λ

1 + |sin θmax| (2.7.14)

The difference between (2.3.3) and (2.7.14) is due to the fact that (2.3.3) corresponds to the
case of the elements being distributed along z axis while (2.7.14), along x axis. Similarly,
from (2.7.9-a)

−1 � sin θ0 sinφ0 ± λ

dy
� 1 (2.7.15)

dy <
λ

1 + |sin θ0 sin φ0|
The maxium value of sin θ0 sin φ0 is sin θmax, thus we have

dy <
λ

1 + |sin θmax| (2.7.16)



2.7 Planar Arrays 69

2.7.2 Taylor Patterns of Circular Aperture

Consider a planar aperture with a circular boundary of radius a, as shown in Figure
2.18. If the tangential field distribution on the aperture is Ex(r′, φ′) and zero elsewhere, the
radiation field may be found from following formulas (1.3.51), (1.3.52) as

Eθ = A cosφ(1 + cos θ)F2

Eφ = −A sin φ(1 + cos θ)F2

z

r

y

x

a
β

dπρ
ρ cosψ

ψ

dβ

P(r, θ , φ )

Figure 2.18 Cartesian/cylindrical/spherical coordinates.

From the above two formulas we have

E = Eθâθ + Eφâφ

Therefore
E = A(1 + cos θ)F2

where A and F2 may be found from (1.3.49-b) and (1.3.50-b) as

A =
je−jkr

2λr

F2 =
∫∫

S

E0
x(x′, y′)ejkρ cos ψds′

where ρ cosψ = x′ sin θ cosφ + y′ sin θ sinφ. It is convenient to recast this integral in the
polar coordinates illustrated in Figure 2.18 and defined by

x′ = ρ cosβ, y′ = ρ sin β

If E0
x(x′, y′) is designated as E0(ρ, β), the integral becomes

F2(θ, φ) =
∫ a

0

∫ 2π

0

E0(ρ, β)ejkρ sin θ cos(φ−β)ρdρdβ (2.7.17)

Usually the aperture distribution is circular symmetrical, that is E0(ρ, β) = E0(ρ). Conse-
quently, (2.7.17) yields

F2(θ) = 2π

∫ a

0

E0(ρ) J0(kρ sin θ)ρdρ (2.7.18)
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J0 is the Bessel function of zero order.
Consider the commonly used parabolic type distribution with power N ,

E0(ρ) =
[
1 −
(ρ

a

)2
]N

(2.7.19)

Substituting (2.7.19) into (2.7.18) and making use of the integration by parts and the fol-
lowing formula

d

dx
[xn Jn(x)] = xn Jn−1(x)

We obtain finally

F2(θ) =
(πa2)N !2N+1 JN+1(ka sin θ)

(ka sin θ)N+1
(2.7.20)

For uniformly distributed aperture N=0, (2.7.20) becomes

F2(θ) =
2πa2 J1(ka sin θ)

ka sin θ
(2.7.21)

The normalized form in terms of variable u is

F2(u) =
2 J1(πu)

πu
(2.7.22)

u =
2a

λ
sin θ, 0 � u � 2a/λ (2.7.23)

The array factor F2(u) in (2.7.22) is with symmetrical side lobes whose field heights trail off
as u−1. Similar to what is done in Section 2.4.3, the modification of (2.7.22) is introduced
as

FT (u) =
J1(πu)

n̄−1∏
n=1

(
1 − u2/u2

n

)
πu

n̄−1∏
n=1

(1 − u2/γ2
1n)

(2.7.24)

where γ1n are the roots of J1 given by

J1(πγ1n) = 0, n = 0, 1, 2, · · ·
One can see that (2.7.24) accomplishes the purpose of removing the first n̄− 1 root pairs of
(2.7.22) and replacing them by n̄ − 1 root pairs at the new positions ±u. Other than the
replacement sin u/u by J1(πu)/πu and nπ by γ1n in (2.4.14), the other relationships remain
the same, such as

σ =
γ1n̄√

A2 + (n̄ − 1
/
2)2

(2.7.25)

cosh−1 b = πA (2.7.26)

The first five roots of J1(πγ1n) are listed in Table 2.6. Observing Table 2.6, it may be seen
that γ1n̄ = n̄ + 1/4, n̄ = 1, 2, 3, 4, 5. The approximate expression for (2.7.25) is

σ =
n̄ +

1
4√

A2 +
(

n̄ − 1
2

)2
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Table 2.6 Roots of J1(πγ1n.)

n 0 1 2 3 4

πγ1n 3.823 7.106 10.173 13.324 16.471
γ1n 1.2197635 2.2619101 3.2381665 4.2411609 5.2428821

As n̄ → ∞, σ = 1. From ∂σ/∂n̄ = 0, it is seen that when n̄ = (4A2/3) + 1/2, σ reaches
the maximum. To keep the monotonic decrease of σ, n̄ should be � (4A2/3) + 1/2. This
condition is slightly different from that given in Section 2.4.3.

To find the aperture distribution that will produce the Taylor pattern, F2(θ) in (2.7.18)
is rewritten as

F2(u) = FT (u) =
∫ π

0

pg0(p) J0(up)dp (2.7.27)

where

p =
π

a
ρ, g0(p) =

2a2

π
E0(ρ)

It is helpful to express g0(p) as a series in the form

g0(p) =
∞∑

m=0

Bm J0(γ1mp), p � π (2.7.28)

Substituting (2.7.28) into (2.7.27) results in

FT (u) =
∞∑

m=0

Bm

∫ π

0

p J0(γ1mp) J0(up)dp (2.7.29)

Because of the orthogonality of the Bessel function, (2.7.29) may be written as

FT (γ1k)=Bk

∫ π

0

p J2
0(γ1kp)dp

=Bk

{
p2

2
[
J2
0(γ1kp) + J2

1(γ1kp)
]}π

0

(2.7.30)

from which

Bk =
2
π2

FT (γ1k)
J2
0(γ1kπ)

(2.7.31)

In deriving Bk, J1(γ1kπ) = 0 is used.
Because FT (γ1k) ≡ 0 for k � n̄, the series in (2.7.28) is truncated, and the aperture

distribution is given by

g0(p) =
2
π2

n̄−1∑
m=0

FT (γ1m)
J2
0(γ1mπ)

J0(γ1mp) (2.7.32)

where FT (γ1m) can be computed by using (2.7.24)[2].
Based on the continuous distributed circular aperture, it is possible to form the rectangular

grid array of a circular boundary with a Taylor pattern.
Consider an array with radius a = 5λ. As shown in Figure 2.19, only a quarter is given

due to the symmetry. The distance between the origin and mn element is

γmn =

{[
(2m − 1)dx

2

]2
+
[
(2n − 1)dy

2

]2}1/2

(2.7.33)
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If we choose dx = dy = d = 0.5λ, this circular array is actually formed by a square array
by cutting the shadow part as shown in Figure 2.19.

dy

dx

n(y)

m(x)

Figure 2.19 Rectangular grid array with circular boundary.

The excitation gmn can be obtained by sampling of (2.7.28). Making use of the symmetry,
the array factor can be written as

F2(θ, ϕ) = 4
M∑

m=1

N∑
n=1

gmn cos
[
(2m − 1)ux

2

]
cos
[
(2n − 1)uy

2

]

= 4
10∑

m=1

10∑
n=1

g(γmn) cos
[
(2m − 1)ux

2

]
cos
[
(2n − 1)uy

2

]

(2.7.34)

where
ux = kdx sin θ cosφ, uy = kdy sin θ cosφ (2.7.35)

2.8 Array Synthesis through Genetic Algorithm (GA)

2.8.1 Introduction to Genetic Algorithms

The evolution and natural selection of genetic algorithms may be used for the optimiza-
tion techniques. Traditional optimization techniques search for the optimal solutions, using
gradients and/or random guesses. Gradient methods quickly converge to a minimum, once
an algorithm is close to that minimum. They have the disadvantages of getting stuck in local
minima; requiring gradient calculations; working on only continuous parameters and being
limited to optimizing a few parameters. Random-search methods do not require gradient
calculations, but tend to be slow, and are susceptible to being stuck on local minima.
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Electromagnetic-optimization problems often involve many parameters, and these param-
eters may be discrete. In addition, the number of possibilities is so large that an exhaustive
search is impractical. Genetic algorithms can handle a large number of discrete parameters,
and are easy to program and quickly give out gratifying results in a short period of time.
Genes are the basic building blocks of genetic algorithms. A gene is a binary encoding of a
parameter. A chromosome in a computer algorithm is an array of genes. Each chromosome
has an associated cost function, assigning a relative merit to that chromosome. The algo-
rithm begins with a large list of random chromosomes. Cost functions are evaluated for each
chromosome. The chromosomes are ranked from the most-fit to the least-fit, according to
their respective cost functions. Unacceptable chromosomes are discarded, leaving a superior
species-subset of the original list. Genes that survive become parents, by swapping some of
their genetic material to produce two new offspring. The parents reproduce enough to offset
the discarded chromosomes. Thus, the total number of chromosomes remains constant after
each iteration. Mutation causes small random changes in a chromosome. Cost functions
are evaluated for the offspring and the mutated chromosome, and the process is repeated.
The algorithm stops after a set number of iterations, or when an acceptable solution is
obtained[18–21].

Figure 2.20 is a flow chart of a genetic algorithm. The algorithm begins by defining a
chromosome as an array of parameter values to be optimized. If the chromosome has Npar

parameters (an N -dimensional optimization problem), given by p1, p2, · · · , pNpar , then the
chromosome is written as

chromosome =
[

p1, p2, p3, · · · , pNpar

]
(2.8.1)

Establish encoding / decoding of parameters

Generate M random chromosomes

Evaluate cost function for
the chromosomes

Mutation

No

Yes

Stop

Done?

Remaining chromosomes
mate

Discard inferior
chromosomes

Rank chromosomes

Figure 2.20 Flow chart of a genetic algorithm. (After Haupt [18], c© 1995 IEEE)

Each chromosome has a cost function, found by evaluating a function f at p1, p2, · · · , pNpar .
The cost function is represented by

cost = f(p1, p2, · · · , pNpar) (2.8.2-a)

Sometimes the cost function is related to some type of error:

cost = a + b e (2.8.2-a)
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where e is the error and the constant a and b are chosen according to the end values of the
cost function. Three types of errors can be established: absolute, relative, and mean square.

An alternative to the cost function is the fitness. By transforming the cost function, one
obtains the fitness function normalized between 0 and 1:

fitness =
a

a + b e
=

1
1 + p e

(2.8.3)

where p = b/a.
The parameters, pn, can be discrete or continuous. If the parameters are continuous,

either some limits need to be placed on the parameters, or they should be restricted to a few
possible values. One way to limit the parameters is to encode them in a binary sequence, as
follows

qn = qmin +
Ln∑

m=1

bw [m]21−mQ (2.8.4)

where

Ln : number of quantization levels for qn.

qn : quantized version of pn and does not have to be mathematically related
to pn.

qmin : the minimum value of qn.

bw : array containing the Ln digital binary sequence representing qn.

Q : half of the largest possible value of qn.

bw[m]: a number which is picked up from left to right of bw.

For instance, if Ln = 3, pn represents eight resistivity values, 100Ω, 200Ω, · · · , 800Ω.
Consequently, qmin = 100Ω and Q = 400Ω, then we have

bw bw[1] bw[2] bw[3] qn(Ω)

000 0 0 0 100
001 0 0 1 200
· · · · · · · · · · · · · · ·
111 1 1 1 800

The implementation of genetic algorithms described here only works with the binary
encoding of the parameter, and not the parameters themselves. Whenever the cost function
is evaluated, the chromosome must first be decoded. An example of a binary-encoded
chromosome that has Npar parameters, each encoded with Nbit = 10 bits, is

chromosome =

⎡
⎢⎣1111001001︸ ︷︷ ︸

q1

0011011111︸ ︷︷ ︸
q2

· · · 0000101001︸ ︷︷ ︸
qNpar

⎤
⎥⎦

Substituting this binary representation into Eqn.(2.8.4) yields an array of quantized versions
of the parameters. This chromosome has a total of Ngbit = Npbit ×Npar bits, where Npbit is
the number of bits for each parameter.
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After devising a scheme to encode and decode the parameters, a list of random chro-
mosomes is generated. Each chromosome has an associated cost, calculated from the cost
function in Eqn. (2.8.2-a). An example of an arbitrary list of Nchro = 8 random chromo-
somes, with their associated costs, is shown in Table 2.7. The next step in the algorithm
ranks the chromosomes from best to worst. Assuming a low cost is good, the ranking is
shown in Table 2.8.

Table 2.7 A list of 8 random chromosomes and their associated costs.

Num. Chromosome Cost

1 011110010001 2.3

2 111001100101 1.7

3 111110001010 2.2

4 000101010111 12.6

5 001010100001 10.1

6 101010010101 1.5

7 111111110000 2.8

8 110011001100 3.0

Table 2.8 Chromosomes are ranked and selected.

Num. Chromosome Cost Keep Half Keep Costs<5

6 101010010101 1.5 keep Keep

2 111001100101 1.7 keep Keep

3 111110001010 2.2 keep Keep

1 011110010001 2.3 keep Keep

7 111111110000 2.8 discard Keep

8 110011001100 3.0 discard Keep

5 001010100001 10.1 discard Discard

4 000101010111 12.6 discard Discard

At this point, the unacceptable chromosomes are discarded. Unacceptable is user defined.
Typically, the top x are kept (where x is even), and the bottom nchro − x are discarded.
As an example, if 50% of the chromosomes are discarded, then chromosomes 1,2,3, and 6
are kept, while chromosomes 4,5,7 and 8 are discarded (column 4 in Table 2.8). Another
possibility is to require the cost to meet a specified level. As an example, if the cost must
be less than 5.0, then chromosomes 1,2,3,6,7, and 8 are kept, while chromosomes 4 and 5
are discarded (column 5 in Table 2.8). For this example, we will keep 50% of them.

The next step, after ranking and discarding the chromosomes, is to pair the remaining
Nchro/2 chromosomes for mating. Any two chromosomes can mate. Some possible ap-
proaches are to pair the chromosomes from top to bottom of the list, pair them randomly,
or pair them 1 with Nchro/2, 2 with Nchro/2-1, etc. Once paired, new offspring are formed
from the pair-swapping genetic material. As an example, chromosome 6 is paired with 2,
and 3 is paired with 1, from Table 2.8. If a random crossover point is between bits 5 and 6,
the new chromosomes are formed from

parent#1(chromosome #6)
︷ ︸︸ ︷
101010010101

parent#2(chromosome #2) 111001100101︸ ︷︷ ︸
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offspring#1
︷ ︸︸ ︷
101011100101︸ ︷︷ ︸

offspring#2 111000010101

After the surviving Nchro/2 chromosomes are paired and mated, the list of Nchro/2 par-
ents and Nchro/2 offspring results in a total of Nchro chromosomes(the same number of
chromosomes as at the start).

At this point, random mutations alter a small percentage of the bits in the list of chro-
mosomes, by changing a “1” to a “0” or vice versa. A bit is randomly selected for mutation
from the Nchro ×Ngbit total number of bits in all the chromosomes. Increasing the number
of mutations increases the algorithm’s freedom to search outside the current region of pa-
rameter space. This freedom becomes more important as the algorithm begins to focus on
a particular solution. Typically, about 1% of the bits mutate per iteration. Mutations do
not occur on the final iteration.

After the mutations take place, the costs associated with the offspring and mutated chro-
mosomes are calculated, and the process is repeated. The number of generations that evolve
depends on whether an acceptable solution is reached, or a set number of iterations is ex-
ceeded. After a while, all of the chromosomes and associated costs become the same, except
for those that are mutated. At this point, the algorithm should be stopped.

The MATLAB� code of the modified version in [18] that implements a very simple genetic
algorithm is shown below:
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After the first “for” statement, a function call must be inserted by the user, to calculate
the cost of the chromosomes. Since the chromosomes are encoded in binary, the function
must translate the binary chromosomes into continuous parameters before calculating the
cost of the chromosomes. The number of chromosomes, number of bits per chromosome
and number of iterations are set at the beginning of the program. From above, the use of a
genetic algorithm requires determination of the following fundamental items: chromosome
representation, selection function, reproduction function, creation of the initial population
(i.e. M chromosomes mentioned before), termination criteria and the evaluation cost func-
tion.

For any GA, a chromosome representation scheme is needed. It determines how the
problem is structured in the GA and how the genetic operators (crossover and mutation)
are used. Each chromosome is made up of a sequence of genes from a certain alphabet,
which could consist of binary digits (0 or 1), floating point numbers, integers, symbols (i.e.,
A, B, C, D), matrices, etc. Originally, the alphabet was limited to binary digits which we
have discussed. Recently many investigations have shown that more natural representations
are more efficient and produce better solutions[21].

One useful representation of an individual or chromosome for function optimization in-
volves genes or variables from an alphabet of floating point numbers with values within the
variables’ lower and upper bounds. It initialized the parameters as

vn = (vmax − vmin) × rand + vmin

where rand is a random number between 0 and 1 created by the computer. As we can see,
the floating pointing representation is more natural and is a real-valued representation. Ac-
cordingly, selection and reproduction functions are determined by the representation, which
is discussed carefully in [20]. Michalewicz has done extensive experimentation comparing
real-valued GA and binary GA and has shown that the real-valued GA is an order of mag-
nitude more efficient in terms of CPU time, and that a real-valued representation moves
the problem closer to the problem representation, which offers higher precision with more
consistent results across replications[21].

So the following example using GA involves the floating point representation.

2.8.2 Optimized Design of Planar Array by Using the Combination of GA and
Fast Fourier Transform (FFT)

A. The correspondence between GA characteristic elements and array parameters

To use GA in the synthesis of an antenna array, it is required to find the correspondence
between GA characteristic elements and array parameters, such as

• Gene: Encoding of the current amplitude and phase values of the array element.

• Chromosome: Encoding of the current amplitude and phase values of the array.

• Population: A set of solutions (the number of the solutions corresponding to the scale
of the population).

B. Array factor and fitness function

As is given in (2.7.1), the array factor of a M ×N rectangular grid array may be written as

AF (θ, ϕ)=
M∑

m=1

N∑
n=1

{
Imnej[(n−1)kdx(sin θ cos ϕ−sin θ0 cos ϕ0)+Δφmn]

·ej[(m−1)kdy(sin θ sin ϕ−sin θ0 sin ϕ0)]

}
(2.8.5)
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where, Imn is the excitation amplitude of element (m, n); Δφmn is the initial phase relative
to element (1, 1), (θ0, ϕ0) corresponds to beam direction.

Assume that there are Q sampling points of the radiation pattern, the fitness function is
defined as

fitness =
1

1 +
Q∑

i=1

P0 |(Sdi − Sci)|
(2.8.6)

where P0 is the penalty constant with the value within (0, 1), Sdi is the expected value and
Sci is the computed value.

C. The application of FFT[22]

The computation of Sci satisfying sampling theorem takes a lot of computer time. FFT is
a good tool to reduce the computer time significantly. 2D FFT is defined as

X(p, q) =
M∑

m=1

N∑
n=1

x(m, n)e−j2π(p−1)( n−1
N )e−j2π(q−1)( m−1

M ) (2.8.7)

Comparing (2.8.7) with (2.8.5), we have

S(p, q) =
M∑

m=1

[
N∑

n=1

I ′mnej(n−1) 2π
N p · ej(m−1) 2π

M q

]
(2.8.8)

where

I ′mn = ImnejΔφmne−j(n−1)kdx sin θ0 cos ϕ0e−j(m−1)kdy sin θ0 sin ϕ0

0 � p � N − 1, 0 � q � M − 1

The correspondence between the (θ, ϕ) domain and the (p, q) domain is p ↔ kdx sin θ cosϕ,
q ↔ kdy sin θ sin ϕ. Thus, FFT may be carried out in the (p, q) domain and it can be
transformed to the (θ, ϕ) domain through the mapping between these two domains.

Padding zeros to the series x(m, n) we have the extended series L, K(L > M, K > N).
When L, K are the integer power of 2, the base 2 FFT is applied, otherwise, the mixed base
FFT will be applied.

D. Example

Consider a rectangular planar array with Taylor distribution. The number of elements is
M × N = 8 × 8, dx = dy = 0.5λ, the side lobe level is −20dB, L = K = 64, Nn = 3. The
radiation pattern in the (p, q) domain, the corresponding current distribution and the 2D
radiation patterns for q = 0, p = 0 are shown in Figure 2.21.

In the example, the floating coding is used. Thus, a chromosome representation has 128
columns including 64 for the amplitudes and 64 for the phases. The new population is
chosen based on the fitness. The initial population is chosen to be 130, p0 to be 0.01. So
the population has 130 rows of chromosomes.
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Figure 2.21 Rectangular planar array with Taylor distribution. (a) radiation pattern;
(b) current distribution; (c) q = 0 radiation pattern; (d) p = 0 radiation pattern.

(After Wang, Fang, and Sheng [22], c© 2003 Wiley)

Up to 5000 generations, the radiation pattern, current distribution and the 2D radiation
patterns for q = 0, p = 0 are shown in Figure 2.22. The maximum fitness versus number of
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Figure 2.22 Results from GA. (a) radiation pattern; (b) current distribution; (c) q = 0 radiation pattern;

(d) p = 0 radiation pattern. (After Wang, Fang, and Sheng [22], c© 2003 Wiley)
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generations is shown in Figure 2.23. It is seen that when the number of generations reaches
5000, good results are obtained. In this example, the computation in the (θ, ϕ) domain and
that in the (p, q) domain by FFT are compared and the ratio of computer time reduction is
about 1/400.
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Figure 2.23 Max-fitness versus number of generations.
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Problems

2.1 Prove the following two identities by using the concept of array factor.

(E. A. Guillemin, Mathematics of Circuit Analysis, p. 437, 1949)

N/2∑
n=1

2 cos
2n− 1

2
ψ =

sin(Nψ/2)

sin(ψ/2)
, when N is an even number;

1 +

(N+1)/2∑
n=2

2 cos(n− 1)ψ =
sin(Nψ/2)

sin(ψ/2)
, when N is an odd number.

2.2 Prove that the radiation pattern F (θ) of the following two-element array is

F (θ) =
∣∣∣cos (45◦ + θ) + ej(αd sin θ+β) cos (45◦ − θ)

∣∣∣
In this array, the radiation pattern of the element is a cosine function, and the element 2 has

electric phase β ahead of element 1.
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d
1 2

45 45°°

θ

2.3 For a in-phase six-element linear array with spacing d and binomial current distribution

1:5:10:10:5:1, use the principle of pattern multiplication given in (1.3.34) to prove that the

array factor F (θ) is

F (θ) =

[
cos

(
1

2
αd cos θ

)]5
2.4 Give the polar diagrams for the array factor of a two-element array for some values of d and

β using the method given in Figure 2.2.

β = 0 : d = 0, d = λ/4, d = λ/2, d = 3λ/4, d = λ

β = −π
2

: d = 0, d = λ/4, d = λ/2, d = 3λ/4, d = λ

β = −π : d = 0, d = λ/4, d = λ/2, d = 3λ/4, d = λ

2.5 Prove (2.4.11-b) and (2.4.11-d). (Hint. Put the phase reference point at the center of the

linear array.) For a four-element linear array, the side lobe level is specified as −15dB,

using both the roots matching and coefficients matching methods to prove that the current

distribution is 1:1.332:1.332:1. If spacing d is λ/2, give the radiation pattern.

I2I1I1I2

2.6 Find the current distribution of the Prob. 2.5 by using formula (2.4.11-c); do the same for

the example of 5 element DT array given in Section 2.4.2 by using formula (2.4.11-a)

2.7 Write a general program for the design of DT array based on the root matching principle.

Use this program to check the result of Prob. 2.5.

2.8 Design a −20dB Taylor distribution 13-element array with n̄ = 5 and d = λ/2 by using both

the conventional sampling method based on (2.4.34) and root matching method. As is done

in Section 2.4.2, give the pattern in terms of ψ.

2.9 Write a general program for the design of a Taylor array based on the root matching principle.

Use this program to check the results of Prob. 2.8.

2.10 Check the values of In in Table 2.3.

2.11 1. If in Figure 2.13, d = λ/2, when the signal goes into port y1, find X, that is, the phase

distribution along a four-element array and prove that the radiation direction r makes

an angle ϕ = cos−1 3/4 with the x axis;
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2. If the direction of plane wave incident on the four-element array is along −r direction,

prove that the output comes only from port y1.

2.12 1. If X = FY , where F is an FFT matrix for four elements

F =

⎛
⎜⎜⎝

1 1 1 1

1 e−j90 e−j180 e−j270

1 e−j180 ej0 e−j180

1 e−j270 e−j180 e−j90

⎞
⎟⎟⎠

and the number in the matrix is in degrees. Show that F may form four mutually

orthogonal overlapped beams and find the directions of the beams.

2. If F ′ = [λ]F is introduced, where

[λ] =

⎛
⎜⎜⎜⎝

e−j135◦ 0 0 0

0 e−j90◦ 0 0

0 0 e−j45◦ 0

0 0 0 ej0◦

⎞
⎟⎟⎟⎠

prove that the same beam directions as those produced by Butler matrix can be ob-

tained.

2.13 For a three-element linear array with spacing d, the directions of the incoming signal S and

interference I make angle φs and φI with the array axis z respectively, where φI is unknown.

Assume Vi(i = 1, 2, 3) is the received voltage on each element, and W1, W2 are the weighting

coefficients for the corresponding elements

1. Prove a = V1 − V2β
−1 and b = V2 − V3β

−1 have nothing to do with signal S, where

β = exp(jkd cosφs) and element 1 is taken as the phase reference.

2. Assume W1 + βW2 = C, C is a constant related to the signal, prove if aW1 + bW2 = 0,

we may have W1I+W2I exp(jkd cosφI) = 0. It means that this weighting produces the

null of the array pattern at the direction of interference.

3. In this case, prove W1V1 +W2V2 = SC, that is the sum of the received voltages from

element 1 and 2 under the corresponding weights is related only with the signal. (For

general proof, see [23].)

2.14 For a linear aperture (−a/2, a/2), the required amplitude distribution is cos(πx/a). If eleven

discrete elements are used to realize the density taper, find the location of each element.

2.15 For an N-element uniform linear array with spacing d, assume that Nkd/2 is large, to prove

D ≈ 2Nd/λ, where D is the directivity at θ = 90◦ defined in (1.4.1).

Hint:

1. For linear array

D =
4πf2

max(θ, φ)∫ 2π

0

∫ π

0

f2(θ, φ) sin θdθdφ

=
2f2

max(θ)∫ π

0

f2(θ, φ) sin θdθ

2. ∫ π

0

[
sin (Nkd cos θ/2)

Nkd cos θ/2

]2
sin θdθ =

2

Nkd

∫ Nkd/2

−Nkd/2

[
sin(z)

z

]2
dz

and ∫ ∞

−∞

[
sin(z)

z

]2
dz = π

where z = Nkd cos θ/2, θ is defined in Figure 2.1.
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2.16 For a multi-beam antenna array, the reciprocity for antenna patterns is discussed in Section

2.6.1. For a simple two-element linear array, prove the reciprocity for antenna patterns and

discuss the conservation of energy in the following two cases:

1. The power divider is waveguide H-plane T-junction, the feeding port is H-arm (port3)

and is matched, that is, the S parameter S33 equals to zero;

2. The power divider is waveguide magic T, the feeding port is H-arm, E-arm is terminated

by a matched load. (Waveguide magic T corresponds to the Wilkinson microstrip power

divider in Figure 6.10.)

E-arm (matched)

21

3

21

3

H-arm

H-plane T-junction

H-arm

Magic T

2.17 In Figure 2.17. if dx = dy = d, consider two cases:

1. M = 2, N = 1, there are three elements on xoy plane located at (0, 0), (d, 2d), (2d, 0) with

phases 0, β, 2β respectively. Prove φ0 = 0, θ0 = sin−1(−β/kd).
2. M = 1, N = 2, there are three elements on xoy plane located at (0, 0), (2d, d), (0, 2d) with

phases 0, β, 2β respectively. Prove φ0 = π/2, θ0 = sin−1(−β/kd)
2.18 In (2.3.4), two sub-arrays are formed by four left elements and four right elements. If two

sub-arrays are formed by four odd-numbered elements and four even-numbered elements,

prove that (2.3.4) becomes the following expression:

(
sin 4kd cos θ

4 sin kd cos θ

)
·
(

sin kd cos θ

2 sin 0.5kd cos θ

)



CHAPTER 3

Microstrip Patch Antennas

3.1 Introduction

The microstrip antennas and arrays have been widely used in recent years because of
their good characteristics; they are electrically thin, lightweight, low cost, conformable and
so on. However, the electrical performance of the basic microstrip antenna or array suffers
from a number of serious drawbacks, including very narrow bandwidth, high feed network
losses, high cross polarization, and low power handling capacity. With progress in both
theory and technology, some of these drawbacks have been overcome, or at least alleviated
to some extent. The rapidly developing markets, especially in personal communication
systems (PCS), mobile satellite communications, direct broadcast (DBS), wireless local area
networks(WLAN) and intelligent vehicle highway systems (IVHS), suggest that the demand
for microstrip antennas and arrays will increase even further. In the meantime, the increasing
demand calls for the further development of them.

A microstrip patch antenna element is very useful and also is the basic element of an
array. In this chapter, we will focus on the description of the principle of the microstrip
patch antenna. The approximate analysis introduced in this chapter is useful in two cases,
one is to work out the design method which is good enough in some engineering application;
the other is to derive the coarse models which are necessary in optimization through space
mapping technique. The full wave analysis will be briefly introduced. All of them are useful
for a good understanding of the recent development and innovative design of microstrip
patch antennas.

3.2 Cavity Model and Transmission Line Model

The microstrip rectangular patch antenna may be considered to be a magnetic wall cavity.
This is an approximate model, which in principle leads to a reactive input impedance,
and it does not radiate any power. To account for radiation, a loss mechanism has to be
introduced. Then we consider the perimeter of the patch as radiation slot. The radiation
resistance caused by the radiation, and the loss resistance caused by the conduction-dielectric
losses, result in the input impedance being complex. Although the separate consideration
of the resistance and reactance implies some contradiction, this model has been verified by
experiments to be an acceptable one, when the electric thickness is small.

3.2.1 Field Distribution from Cavity Model

The representation of the field configuration (mode) for a rectangular microstrip patch is
similar to that of the waveguide cavity. The difference is that in the patch case the electric
walls are only the top and bottom; the other walls are magnetic ones. The commonly used
mode is TM z

010 as shown in Figure 3.1.
The excitation current density is J

J =
{

âz, c < x < d, y = 0
0, elsewhere

(3.2.1)

which is similar to that of a waveguide cavity. According to the boundary condition, the
fields in a magnetic wall cavity may be expressed as
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Uniform distribution

(a) Field configuration(TM010 mode)
for rectangular microstrip patch

(b) Top view of field and magnetic
current distributions

Cosine
distribution

Magnetic
current

t

a

b

Y

Z

X

z

Figure 3.1 TMz
010 mode for a microstrip patch antenna.

Ez,m = Am cos
mπx

a
cosβm(y − b) (3.2.2-a)

From Maxwell’s equations

H =
j

ωμ
∇× E =

−j

ωμ
âz ×∇Ez

we may have Hx,m and Hy,m

Hx,m = −jAm
βm

ωμ0

cos
mπx

a
sin βm (y − b) (3.2.2-b)

Hy,m = jAm
mπ/a

ωμ0

sin
mπx

a
cosβm(y − b) (3.2.2-c)

where Am is a constant which can be determined from the excitation, and βm is the eigen-
value along y

βm =
[
ω2εμ0 −

(mπ

a

)2
]1/2

(3.2.3)

Assuming a unit excitation at x = x′, from the boundary condition on y =0

δ (x − x′) =
∞∑

m=0

−jAmβm

ωμ0

cos
mπx

a
sin βmb (3.2.4)

where δ is the delta function. Multiplying both sides of (3.2.4) by cos (mπx/a), carrying
out the integration between x =0 and x = a and applying the property of delta function
and the orthogonality yields

cos
mπx′

a
=−jAm

βm

ωμ0

sinβmb

∫ a

0

cos2
mπx

a
dx (3.2.5)

Am =
ε0mωμ0 cos

mπx′

a
−jβma sinβmb

(3.2.6)

where ε0m = 1, when m =0; ε0m = 2, when m > 0. If the excitation extends from x′ = c to
x′ = d, then
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Am =
jε0mωμ0

aβm sin βmb

∫ d

c

cos
mπx′

a
dx′

=
j4ωμ0

mπβm sin βmb
sin

mπ (d − c)
2a

cos
mπ (d + c)

2a
, m > 0 (3.2.7)

A0 =
j (d − c)

a

√
μ

ε

1
sin
(
ω
√

εμ0 b
) , m = 0 (3.2.8)

Finally, we have[1]

Ez =
∞∑

m=0

Am cos
mπx

a
cosβm (y − b) (3.2.9-a)

Hx =
1

jωμ

∞∑
m=0

Amβm cos
mπx

a
sin βm (y − b) (3.2.9-b)

Hy =− 1
jωμ

∞∑
m=0

Am
mπ

a
sin

mπx

a
cosβm (y − b) (3.2.9-c)

Now we will focus on the examination of Ez . The series in (3.2.9-a) converges rapidly but
possesses less physical insight. There is an alternative expression which is based on the
following identity[2].

cos (z − π) p

sinπp
=

1
πp

+
2p

π

∞∑
n=1

cosnz

p2 − n2 (3.2.10)

Let z = πy/b, p = βmb/π, (3.2.10) becomes

cosβm (y − b)
sin βmb

=
1

βmb
+

βmb

π2

∞∑
n=1

2 cos(nπy)/b(
βmb

π

)2

− n2

(3.2.11)

or
cosβm (y − b)
βm sin βmb

=
1
b

[
1

k2 − k2
m0

+
∞∑

n=1

2 cos(nπy)/b

k2 − k2
mn

]
(3.2.12)

where k2 = ω2εμ, k2
mn = (mπ/a)2 + (nπ/b)2 . When m =0,

cos k (y − b)
sin kb

=
1
b

[
1
k

+ 2k

∞∑
n=1

cos (nπy/b)
k2 − k2

0n

]
(3.2.13)

The physical meaning of the mathematical identities in (3.2.12) and (3.2.13) is the resonance
mode expansion in patch antenna. Actually, each term in the series represents a resonance
mode. Rewrite (3.2.9-a) as

Ez = A0 cos k (y − b) +
∞∑

m=1

Am cos
mπx

a
cosβm (y − b)

=
j (d − c)

a

√
μ

ε

[
cos k (y − b)

sin kb

]
+

∞∑
m=1

j4ωμ

mπ
cos

mπx

a

[
cosβm (y − b)
βm sin βmb

]

· sin mπ(d − c)
2a

cos
mπ(d + c)

2a
(3.2.14)
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Substituting (3.2.12) and (3.2.13) into (3.2.14) results in[1]

Ez = jωμ

{
d − c

k2ab
+

∞∑
n=1

2 (d − c)
ab (k2 − k2

0n)
cos

nπy

b

+
∞∑

m=1

[4 sinmπ (d − c)/2a] [cosmπ (d + c)/2a]
mπb (k2 − k2

m0)
cos

mπx

a

+
∞∑

m,n=1

[8 sinmπ (d − c)/2a] [cosmπ (d + c)/2a]
mπb (k2 − k2

mn)
cos

mπx

a
cos

nπy

b

}

(3.2.15)

where

kmn =

√(mπ

a

)2

+
(nπ

b

)2

(3.2.16)

Alternatively, (3.2.15) may be written as

Ez =2jωμ

∞∑
m,n=0

ε0mε0n sin
[mπ

2a
(d − c)

]
cos
[mπ

2a
(d + c)

]
mπb

(
k2 − k2

mn

) cos
mπx

a
cos

nπy

b

= jkη

∞∑
m,n=0

ωε0mε0n cos
mπx0

a
ab
(
k2 − k2

mn

) j0
(mπw

2a

)
cos

mπx

a
cos

nπy

b
(3.2.17)

where j0(x) = sin(x)/x. The source point is (x0, 0), x0 = (d + c)/2, w = d − c is the width
of feed segment. If in (3.2.1) J is defined as (I/w)âz , (3.2.17) becomes

Ez = jkηI

∞∑
m,n=0

ε0mε0n cos
mπx0

a
ab
(
k2 − k2

mn

) j0
(mπw

2a

)
cos

mπx

a
cos

nπy

b
(3.2.18)

where j0(x) = sin(x)/x, ε0p = 1 for p = 0 and 2 for p �= 0, and I is a constant. When the
microstrip patch antenna is fed at a point (x0, y0), interior to the patch by a coaxial cable,
it is still convenient to think of the antenna as being fed by a uniform strip of vertically
oriented electric current. In this case, Ez may be expressed as

Ez = jkηI

∞∑
m,n=0

ε0mε0n cos
mπx0

a
cos

nπy0

b
ab
(
k2 − k2

mn

) j0
(mπw

2a

)
cos

mπx

a
cos

nπy

b

or[3][4]

Ez =
jkηI

ab

∞∑
m,n=0

ε0mε0nψmn (x, y)ψmn (x0, y0)
k2 − k2

mn

j0
(mπw

2a

)
(3.2.19)

where
ψmn (x0, y0) = cos (mπx0/a) cos (nπy0/b)

ψmn (x, y) = cos (mπx/a) cos (nπy/b)

where ω is the effective feed width and will be discussed later. For dominant mode TMz
010,

(3.2.19) reduces to

Ez =
2jkηI

ab
[
k2 − (π/b)2

] cos
πy

b
(3.2.20)

The fields are cosine distributed along y and constant along x as shown in Figure 3.1(b).
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3.2.2 Radiation Pattern

For the TM z
010 mode rectangular patch antenna shown in Figure 3.1, the field distribution

is given by (3.2.20). It is seen that the radiation from the magnetic currents E× n̂ along y at
x = 0 and x = a is very small and those along x at y =0 and y = b are mainly responsible for
the radiation. Consequently, the radiation from this antenna may be considered as that from
two magnetic current slots both in the cavity model and in the transmission line model. In
the cavity model, two slots are the walls of the cavity, which in the transmission line model
are the loads of a transmission line with length b. For each slot, the length is a and the width
is t. As shown in (1.3.51), (1.3.52) and Prob. 1.3, the representation of the radiation field is
related to the coordinate system. In Prob. 1.3, only Eφ is nonzero. This representation is
simpler and will be adopted here. Considering the effect of the ground plane, the magnitude
of current should be doubled. From the results given in Prob. 1.3 and defining E0

x = V/t,
where V is the peak voltage between the patch and the ground plane at the port, we have

Eφ = − je−jkraV

λr

sin(kt sin θ cosφ/2)
kt sin θ cosφ/2

sin(ka cos θ/2)
ka cos θ/2

sin θ (3.2.21)

When kt � 1, (3.2.21) becomes[5]

Eφ = −j
V e−jkr

πr

sin(ka cos θ/2)
cos θ

sin θ (3.2.22)

For the radiation from the two slots at x = 0 and x = b, the space factor, that is, the array
factor here, should be multiplied. Similar to (1.3.38)

t
z

y

b x

a

(a) Geometry and coordinate

Magnetic current model
Electric current model
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(c) H-plane (φ  = 90°)

Figure 3.2 Radiation pattern of a microstrip patch antenna.
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F ′
2 =
∫ b

0

[δ(x′ − 0) + δ(x′ − b)]e−jkx′ sin θ cos φdx′

=1 + e−jkb sin θ cos φ = 2je−j(kb sin θ cos φ)/2 cos
(

kb

2
sin θ cosφ

)

After removing the phase factor, the array factor of these two slot elements, F2, will be

F2 = 2 cos
(

kb

2
sin θ cosφ

)
(3.2.23)

The total radiation pattern may be obtained from F2Eφ, where Eφ is given in (3.2.21)
or (3.2.22)[6]. The E-plane pattern (θ = 90◦) and H-plane pattern (φ = 90◦) are shown
in Figures 3.2(b) and (c). It is seen that the main difference between the result from an
electric current model (IE3DT M) and that from a magnetic current model (formulas (3.2.21)
and (3.2.22)) occurs near the grazing angle. It is due to the fact that the image of electric
current is in the opposite direction and the image of magnetic current is in the same direction.
Actually the microstrip substrate is finite and the measured patterns are in between.

3.2.3 Radiation Conductance

To determine the total radiated power from one slot, we have to integrate the real part of
the Poynting vector over a hemisphere with a large radius. Since the slot radiates only on
one side, the integration is carried out over the hemisphere. With the field in (3.2.22) where
kt � 1 is assumed, we get the radiation power Pr

Pr =
1
2

∫ π

0

∫ π

0

|Eφ|2
η

r2 sin θdθdφ

=
1
2

√
ε

μ

V 2

π

∫ π

0

sin2(ka cos θ/2)
cos2 θ

sin3 θdθ (3.2.24)

To obtain more precise results from (3.2.24), formula (3.2.22) may be replaced by (3.2.21).
The integration will be carried out using numerical methods. Since V is the voltage across
the center of the slot, a radiation conductance may be defined as the conductance placed
across the center of the slot, which will dissipate the same power as that radiated by the
slot. From (3.2.24)

Gs =
2Pr

V 2
=

1
π

√
ε

μ

∫ π

0

sin2(ka cos θ/2)
cos2 θ

sin3 θdθ

=
S

120π2
(3.2.25)

Making a change of variable t = cos θ, then the integral S in (3.2.25) may be carried out
analytically, giving[4]

Gs =
1

120π2

[
xSi(x) + cosx − 2 +

sin x

x

]
(3.2.26)

where
x=ka, Si(x) =

∫ x

0

sin u

u
du
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Making use of the series expansion and neglecting the high order terms, the approximated
results are as follows

Gs =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
90

(a

λ

)2

, a < 0.35λ

1
120

a

λ
− 1

60π2
, 0.35λ � a < 2λ

1
120

a

λ
, 2λ � a

(3.2.27)

where a = W is the radiation edge and λ is the wavelength in free space. In Figure 3.1, di-
mension b = L is a non-radiation edge and is usually b ≈ π/β, that is, βb = π approximately.
Therefore, the magnetic currents on both slots are with the same phase and magnitude. We
may consider the conductance Gr of the patch antenna to be

Gr = 2Gs (3.2.28)

3.2.4 Input Impedance from Cavity Model

The input impedance is defined as Zin = V/I, where V and I are their values at the input
port. In Figure 3.1, the feed segment is from c to d. Defining Ez0 as Ez averaged over the
feed segment, the corresponding voltage is Vo and the relationship between Vo and Ez0 is
V0 = −tEz0.

Zin =
V0

I
= − tEz0

I
(3.2.29)

where Ez0 is the average value of Ez given in (3.2.19) along the feed segment, and

Ez0 =
1
w

∫ x0+w/2

x0−w/2

Ezdx (3.2.30)

where w = d − c, x0 = (d + c)/2, as shown in Figure 3.1. To account for all the losses, k in
(3.2.19) should be replaced by[3]

keff = k0

√
εr (1 − j tan δeff ) (3.2.31)

where

tan δeff =
1
Q

=
P

2ωWe
=

Pr + Pc + Pd + Psw

2ωWe

=
1

Qr
+

1
Qc

+
1

Qd
+

1
Qsw

(3.2.32)

P is the total loss power. Pr, Pc, Pd, Psw are radiation, conductor, dielectric and surface
wave power loss respectively. Qr, Qd, Qc, Qsw are the corresponding Q related to the losses
and We is the average electric energy stored in the cavity.

According to the definition of Qr
[7],

Qr = ω
Wm + We

Pr

where Wm is the average magnetic energy stored in the cavity. At resonance, Wm = We

which gives

Qr =
2ωWe

Pr
(3.2.33)
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Also we have[7]

We =
ε0εr

4

∫ a

0

∫ b

0

∫ t

0

|Ez0|2dxdydz (3.2.34)

When calculating We, we do not consider the excitation mechanism. Only the eigen modes
at resonance are considered, that is Ez(x, y, z) may be written as

Ez(x, y, z)=E cos
mπx

a
cos

nπy

b

=
V

t
cos

mπx

a
cos

nπy

b
(3.2.35)

where V is the peak voltage between patch and ground plane, the same as that in (3.2.22).
Substituting (3.2.35) into (3.2.34) yields

We =
ε0εrabV 2

4tε0mε0n

(3.2.36)

For the microstrip antenna, (3.2.35) should be

Gr =
2Pr

V 2
(3.2.37)

From (3.2.33), (3.2.36) and (3.2.37), we have

Qr =
2ωWe

Pr
=

ωε0εrab

tε0mε0nGr
=

εrab

60λtε0mε0nGr
(3.2.38)

where Gr ≈ 2Gs, and Gs is given in (3.2.27). Since We and P depend on δeff in a very
complex manner, strictly speaking, the solution for δeff in this nonlinear equation is very
complex. Fortunately, in the above derivation, an accurate value of Q can still be obtained
even though We and P are computed by simply using k for keff

[3].
The conductor loss Pc may be computed as follows

Pc =2
∫ a

0

∫ b

0

1
2
|Js|2 Rsdxdy = R

∫ a

0

∫ b

0

|H |2dxdy

=
RsWm

μ0t/4
(3.2.39)

At resonance, Wm = We, Rs is the surface resistance of the conductor, Rs = 1/(σcΔc), σc

is the conductivity of the conductor and Δc is the skin depth. Then we have

Pc = 2ωΔc
We

t
(3.2.40)

and

Qc =
t

Δc
, Δc =

√
2

ωμ0σc
=

1
π

√
λ0

120σc
(3.2.41)

The dielectric loss Pd is

Pd =
1
2
σd

∫ a

0

∫ b

0

∫ t

0

|Ez|2 dxdydz =
2σdWe

ε0εr

(3.2.42)

Qd =
2ωWe

Pd
=

ωε0εr

σd

=
1

tan δ
(3.2.43)
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where σd = ωε′′ + σ = ωε0εr tan δ. σ and σd are the conductivity and the effective conduc-
tivity of the dielectric respectively. In a lossy dielectric, ε = ε′− jε′′, ε′ = ε0εr and ωε′′ is the
dielectric damping[7]. The surface wave power loss may be computed by the approximate
closed form obtained using numerical fitting[8]

Psw = Pr
1 − ηs

ηs
(3.2.44)

ηs = 1 − 3.4He, He =
t

λ

√
εr − 1, t/λ < 0.06 (3.2.45)

ηs = 1 − 3.4He +
1600
ε3r

(H3
e − 100H5.6

e ), 0.06 < t/λ < 0.16 (3.2.46)

Qsw =
ηs

1 − ηs
Qr (3.2.47)

From all the results given above, the Q of the cavity may be computed. Specifically, the Q

for the TM z
010 mode rectangular cavity is

Q =

[
120λ0tGr

εrab(1 − 3.4He)
+

1
πt

√
λ0

120σc
+ tan δ

]−1

(3.2.48)

The input impedance then can be computed from (3.2.19) and (3.2.29). In case of the coaxial
cable excitation, when using (3.2.19), w is the effective feed width. It is pointed out in [3]
that the impedance is unaffected by the orientation of the feed strip. Thus, in the case of a
rectangle, the strip was always taken to be parallel to the x axis. An effective width of five
times the diameter of the coaxial feed cable center conductor was used. The average voltage
will be

V0 = −tEz0 = − t

w

∫ x0+w/2

x0−w/2

Ez(x, y0)dx (3.2.49)

and from (3.2.29)

Zin =
V0

I
=

jkηt

ab

∞∑
m,n=0

ε0mε0nψ2
mn(x0, y0)

k2
mn − k2

eff

j20
(mπw

2a

)
(3.2.50)

Let kmn = ωmn
√

μ0ε0εr, then (3.2.50) results in

Zin = jω
t

ε0εrab

∞∑
m,n=0

ε0mε0nψ2
mn(x0, y0) j20(mπw/(2a))

ω2
mn − ω2(1 − j tan δeff )

= jω

∞∑
m,n=0

αmn

ω2
mn − ω2(1 − j tan δeff )

=
∞∑

m,n=0

1
Gmn + j [ωCmn − 1/(ωLmn)]

(3.2.51)

where
αmn =

ε0mε0nt

ε0εrab
ψ2

mn(x0, y0) j20
(mπw

2a

)
(3.2.52)

Gmn =
ω tan δeff

αmn
, Cmn =

1
αmn

, Lmn =
αmn

ω2
mn

(3.2.53)
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The microstrip antenna is typically narrow-band. Thus over the bandwidth of the antenna
operation, at any mode (m, n), Gmn(ω) can be approximated simply by Gmn(ωMN). Thus
(3.2.51) represents a Foster expansion of a driving point impedance function and gives the
equivalent circuit shown in Figure 3.3. The higher the model indices (m, n), the higher the
ωmn. Since Lmn → 0 with increasing model indices (m, n), the infinite number of high order
Foster sections can be simply replaced to form a single series inductance; for (0, 0) mode,
Lmn → ∞. Consequently, the inductance forms an open circuit and may be removed from
Figure 3.3.

(0,0) (0,1) (m,n)

Modes All other modes

Figure 3.3 Network model for a microstrip antenna operating in a band around the (M, N) mode.

A simpler alternative representation, that would be adequate for frequencies near reso-
nance of a mode (M, N) but sufficiently away from all other resonance, is to write Zin in
(3.2.51) as

Zin ≈ jωαMN

ω2
MN

− ω2(1 − j tan δeff )
+ jω

∑
(m,n) �=(M,N)

αmn

ω2
mn − ω2

MN

=
1

GMN + j [ωCMN − 1/(ωLMN)]
+ jωL′ (3.2.54)

where

L′ =
∑

(m,n) �=(M,N)

αmn

ω2
mn − ω2

MN

(3.2.55)

The corresponding equivalent circuit is shown in Figure 3.4. The equivalent circuits shown
in Figure 3.3 and Figure 3.4 work equally well for both a rectangular patch and a circular
patch. For TM01 mode, due to large values of

∣∣ω2
mn − ω2

MN

∣∣, L′ is small. The equivalent is
a simple RLC parallel resonance circuit. According to (3.2.32), (3.2.52) and (3.2.53)

Rmn =
1

Gmn
=

αmn

ωmn tan δeff
=

αmnQ

ωmn

=
ε0mε0ntQ

ωmnε0εrab
ψ2

mn(x0, y0) j20
(mπw

2a

)

=
60ε0mε0nQtλmn

εrab
ψ2

mn(x0, y0) j20
(mπw

2a

)
(3.2.56-a)

R01 =
120λ01Qt

εrab
cos2

(πy0

b

)
(3.2.56-b)

R10 =
120λ10Qt

εrab
cos2

(πx0

a

)
j20
(πw

2a

)
(3.2.56-c)
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Gmn

Lmn

Cmn

L′

Figure 3.4 Simplified network mode, valid when ωMN is well separated from all other resonant frequencies.

where λ01, λ10 are the resonant wavelengths of (0, 1) mode and (1, 0) mode.

λ01 =2b
√

εe (3.2.57-a)

λ10 =2a
√

εe (3.2.57-b)

In (3.2.56-a) and (3.2.57-a), εe is the effective dielectric constant related to the fringing
field; a = a′ +2Δl and b = b′ +2Δl are the effective dimensions. To account for the fringing
field, the end-effect extension Δl of an open end beyond its physical dimension a or b should
be considered. It is assumed that all the edges expand equally out from the original patch.
The correction of edge effect, that is, the solution of εe and Δl, will be fully discussed in
Section 3.3.1.

If Q is approximated by Qr, according to (3.2.38), formula (3.2.56-a) yields

R01 =
1

Gr
cos2

(πy0

b

)
(3.2.58-a)

R10 =
1

Gr
cos2

(πx0

a

)
j20
(πw

2a

)
(3.2.58-b)

1/Gr is usually between (100-300)Ω. The location of feed point (x0, y0) may be adjusted to
obtain the required matching to the feed line.

3.2.5 Input Impedance from Transmission Line Model

The model described above is partially successful in predicting microstrip radiation per-
formance and requires considerable calculations. The transmission line model of Derneryd[5]

leads to results adequate for most engineering purposes and requires less computation. It
provides a reasonable interpretation of the radiation mechanism while simultaneously giving
simple expressions for the characteristics. The microstrip radiation element may be treated
as a line resonator with no transverse field variations. The fields vary along the length,
which is usually a half-wavelength, and radiation occurs mainly from the magnetic currents
at the open-circuit ends. The equivalent circuit for the TM010 mode is shown in Figure 3.5,
where b′ is the physical dimension and Δl is the end-effect extension. The input admittance
may be obtained through transmission line theory

Yin = Gs + Yc
Gs + jYc tan β(b′ + 2Δl)
Yc + jGs tan β(b′ + 2Δl)

(3.2.59)

As shown in (3.2.28), when βb = β(b′ + 2Δl) = π, then

Yin = 2Gs
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Yin Gs Yc Gs

b = b′+2Δl

Figure 3.5 Equivalent circuit for a microstrip radiating element.

where β = 2π/λe, λe is the wavelength of the transmission line b and λe = λ/
√

εe. The
resonant frequency fr = f01 is given in (3.2.57-a).

Formula (3.2.59) may also be written as

Yin = Gs + Yc
Gs + jYc tan(πf/fr)
Yc + jGs tan(πf/fr)

(3.2.60)

3.2.6 Bandwidth of Input Impedance, Efficiency and Directivity

Based on the equivalent circuit in Figure 3.4 and the approximation of L′ ≈ 0, (3.2.54)
reduces to

Zin ≈ 1
1/Rmn + j [ωCMN − 1/(ωLMN)]

(3.2.61)

where Zin is the input impedance for TMmn mode and Rmn = 1/Gmn. At resonance, Q is
given by (3.2.33), and ωmn = 1

/√
LmnCmn

Q=2ωmn
We

P
= 2ωmn

(
CmnV 2

/
2

V 2
/
Rmn

)

=
Rmn√

Lmn/Cmn

(3.2.62)

Thus (3.2.61) may be rewritten as

Zin =
Rmn

1 + jQ (f/fmn − fmn/f)
=

Rmn

1 + jQS
(3.2.63)

Assuming that the characteristic impedance of the feed line equals toRmn, then the norm
of the reflection coefficient |Γ| is

|Γ| =
∣∣∣∣Zin − Rmn

Zin + Rmn

∣∣∣∣ (3.2.64)

Substituting (3.2.63) into (3.2.64) results in

|Γ| =
[
1 +

4
Q2S2

]−1/2

(3.2.65)
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Consequently
ρ + 1
ρ − 1

=
1
|Γ| =

[
1 +

4
Q2S2

]1/2

(3.2.66)

and
S =

f

fmn
− fmn

f
= ±ρ − 1

Q
√

ρ
(3.2.67)

where ρ is the Voltage Standing Wave Ratio (VSWR).
In (3.2.67), a minus sign is for the lower frequency fL and a plus sign is for the higher

one fH. From (3.2.67), we may solve for both fL and fH and finally the relative bandwidth
BW is

BW =
fH − fL

fmn
× 100% =

ρ − 1
Q
√

ρ
× 100% (3.2.68)

The radiation efficiency is defined as

ηr =
Pr

P
=

Q

Qr
(3.2.69)

Substituting (3.2.32) into (3.2.69) results in

ηr =
QcQdQsw

QcQdQsw + QrQdQsw + QrQcQsw + QrQcQd
(3.2.70)

The directivity D0 may be obtained from (1.4.3), (3.2.22) and (3.2.33). Notice that from
Prob. 1.3, the maximum radiation is at θ = φ = 90◦ and

D0 =
|Emax|2 r2

60Pr
=

[2aV/(λr)]2 r2

60 · 0.5V 2Gr
=

2
15Gr

(a

λ

)2

=
1

15Gs

(a

λ

)2

(3.2.71)

Gs is given in (3.2.27), a = w is the radiation edge and λ is the wavelength in free space.

3.2.7 Multiport Analysis

Once the antenna has been replaced by an ideal cavity with the appropriate loss tangent,
it becomes a relatively simple matter to perform multiport analysis. Consider a rectangular
microstrip with two feed points of coordinates (x1, y1) for port 1 and (x2, y2) for ports 2.
The Z parameters for the two ports are simply

Z11 =
V1

I1

∣∣∣∣
port 2 open

(3.2.72)

Z22 =
V2

I2

∣∣∣∣
port 1 open

(3.2.73)

Z12 =
V1

I2

∣∣∣∣
port 1 open

(3.2.74)

Z21 =Z12 (3.2.75)

Thus Z11 and Z22 are computed in precisely the same way as computing the input impedance
for the one port given in (3.2.50). It is easy to see that the mutual impedance Z12 may be
computed by

Z12 =
jkηt

ab

∞∑
m,n=0

ε0mε0nψmn(x1, y1)ψmn(x2, y2)
k2

mn − k2
eff

j20
(mπw

2a

)
(3.2.76)
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For some applications, it is of interest to find the input impedance at one port while the
other is loaded. This would provide a means for tuning, matching, modifying patterns and
so on. The corner cut may also be treated as loading and will be discussed in Section 3.3.2.
In such case, from (

V1

V2

)
=
(

Z11 Z12

Z21 Z22

)(
I1

I2

)
(3.2.77)

and
V2

I2
= Z2 = ZL (3.2.78)

we have

Zin =
V1

I1
= Z11 − Z2

12

Z22 − ZL
(3.2.79)

where ZL is the loaded impedance at port 2.

3.3 Improvement and Extension of the Cavity Model

3.3.1 Correction of Edge Effect by DC Fringing Fields

The actual resonant frequency ωr and the propagation constant β along y direction in
Figure 3.1 are different from those of the ideal cavity due to the edge effect. The actual ones,
often called the effective ones, may be obtained through the correction of the edge effect. A
coaxial line has wave effect dependence only along the longitudinal direction. It has static
(DC) effects in the transverse (cross-section) plane, e.g., the distributed capacitance and
inductance, even at a high microwave (RF) frequency of, say, 30GHZ. This of course is a
consequence of variable separation in the general solution of the partial-differential equation
of wave. However, this consequence of variable separation may be applied here. For a patch
resonator, the thinness of the substrate and its high dielectric constant ensure that wave
effects only occur along the plane where the patch is located. Along the direction vertical
to the patch plane, the static effects dominate. The static effects mean that the vertical dis-
tribution of an electric fringe field at the edges of a patch resonator at microwave frequency,
can be approximated by the vertical distribution of the electric fringe field at the edges
of the patch of grounded capacitor in DC. This is actually the quasi-static approximation.
Therefore the problem is to find this static capacitance accounting for the edge effects.

The starting point of formulations is the root of area capacitance formula developed by
Chow et al. in early 1982[9],

C = Cf ε0

√
4πS (3.3.1)

where S is the surface area and Cf is the “shape factor” dependent on the shape of the
conductor. For a sphere, Cf=1; for a square plate, Cf = 0.9; for a conducting cylinder with
a length to diameter ratio of 7 to 1, Cf = 1.1. The plate with area A is a 3-D object, and
A is the area of only one side of the plate. For both sides of the 3D plate, the total surface
area is S = 2A. Considering a microstrip parallel plate capacitor of area A with infinite
substrate, it is possible to set up two regular asymptotes for the thickness t of the substrate.

(a) The near asymptote Ca at t → 0. It is clear from elementary electromagnetic that

Ca = lim
t→0

C =
ε0εrA

t
(3.3.2)

(b) The far asymptote Cb, at t → ∞. At infinite distance t, the two plates do not see
each other. Each plate then appears to sit on the boundary of a half space of air
and dielectric εr. This means that each plate is effectively sitting in a homogeneous
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medium with dielectric (εr+1)/2. With the voltage ±V between two plates, the far
asymptote of the capacitance is

Cb = lim
t→∞C = Cf ε0

εr + 1
2

√
8πA

/
2

=Cf ε0

εr + 1
2

√
2πA = 0.9ε0

εr + 1
2

√
2πA (3.3.3)

The synthetic asymptote is simply the sum of the two regular asymptotes. Therefore Cp

may be expressed as

Cp =
{(

ε0εrA

t

)n

+
[
0.9ε0

εr + 1
2

√
2πA

]n}1/n

(3.3.4)

Obviously, there is error for intermediate values of t. If n = 1, around t =
√

A, the error
is maximum and is about 10% when compared with the numerical solution by method of
moments (MoM). If the exponent n is increased from 1 to 1.114, through matching with one
numerical data point at an intermediate location of t, the maximum error is found to reduce
to 2% over the whole range of t and εr.

For a microstrip patch on an infinite substrate with thickness t, the near asymptote is the
same as that in (3.3.2). The far asymptote is just the capacitance of one plate sitting in a
homogeneous medium with the dielectric constant (εr + 1)/2, that is twice the second term
in (3.3.4). The capacitance of a patch on infinite substrate is obtained as

Cp =
{(

ε0εrA

t

)n

+
[
0.9ε0

εr + 1
2

√
8πA

]n}1/n

(3.3.5)

The Cp value with a fringe effect included can be made to equal to that of a capacitor of
the expanded plate area with only a parallel plate field and no fringe. The expanded area
of the new plate is simply

Ae =
Cpt

ε0εr

(3.3.6)

For a rectangular patch, it is assumed that all the edges expand equally out from the original
patch. If the physical dimensions of the plate are a′ and b′ and the effective ones are a and
b then

Ae = ab = (a′ + 2Δl)(b′ + 2Δl) (3.3.7)

The solution of Δl from (3.3.7) is

Δl = − (a′ + b′)
4

+
1
2

√(
a′ + b′

2

)2

+ (Ae − A) (3.3.8)

where A=a′b′ is the physical surface area. When a′, b′, t and εr are specified, Δl may be
obtained from (3.3.8).

A more accurate relation, which involves different extensions on the two perpendicular
edges a and b, can be found in [10].

The patch may be considered as a resonating microstrip-line section along the y direction
shown in Figure 3.1 for the TM01 mode. The geometry and the electric and magnetic flux
lines are shown in Figure 3.6.
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t

w

εr

(a) Geometry (b) Electric and magnetic flux

E
H

Figure 3.6 Microstrip transmission line.

If the dielectric were not present (εr = 1), the line could be thought of as a two-wire line
consisting of two flat strip conductors of width w, separated by a distance 2t (the ground
plane is removed with image theory) with the propagation velocity vρ and propagation
constant β will be simply vp = c and β = k0.

The presence of the dielectric, and particularly the fact that the dielectric does not fill
the air region above the strip as shown in Figure 3.6, complicates the behavior and analysis
of the microstrip line, since the phase velocity of TEM fields in the dielectric region would
be c/

√
εr, but the phase velocity of TEM fields in the air region would be c. Thus, a phase

match at the dielectric-air region would be impossible to attain for a TEM-type wave[7].
However, based on quasi-static approximation, the phase velocity can be expressed as

vp =
c√
εe

=
1√
LC

(3.3.9)

where L and C are the inductance and capacitance per unit length of the microstrip line
when εr �= 1. Light velocity c may be expressed as

c =
1√
LC0

(3.3.10)

where L is the same as that in (3.3.9); the reason is that L relates to the permeability not
the permittivity. C0 = C |εr=1 . From (3.3.9), (3.3.10)

εe =
C

C0
(3.3.11)

Since some of the field lines are in the dielectric region and some are in the air, the effective
dielectric constant εe satisfies the inequality

1 < εe < εr

and is dependent on the substrate thickness, t, and conductor width, w. For the usual
microstrip transmission line, the width of the strip w is small; while for the patch antenna,
it is large. Therefore, the patch effective dielectric constant εe,p will lie between εr and the
line effective dielectric constant εe,l. Through numerical experimenting, it is found that the
best choice is

εe,p = 0.7εr + 0.3εe,l (3.3.12)

The choice is not critical as εe,p, εe,l and εr values are very close to each other. The closeness
is due to the thinness of substrate, wide line width, and the high dielectric constant εr of
the substrate.
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In the following, the derivation of εe,l will be given. The subscript l will be dropped for
simplicity and the capacitance is for unit length.

With very thin substrate of thickness t under a strip of width w, the parallel plate capac-
itance of the strip is given in (3.3.13) which is called the near asymptote of t.

Ca = lim
t→0

C =
ε0εrw

t
(3.3.13)

With very thick substrate t, the strip of width w is equivalent to a cylindrical lead of
radius w/4. The distributed capacitance is then that of a twin-lead sitting on the boundary
of two half spaces of air and dielectric. This twin-lead sees an effective dielectric constant of
(εr + 1)/2 in a homogeneous medium. Thus, similar to (3.3.13), we have the far asymptote

Cb = lim
t→∞ C = 2πε0

εr + 1
2

1

ln
(

2t

w/4

) (3.3.14)

Let the synthetic asymptote be simply the sum of the near and far asymptotes. Such
arrangement requires the condition that in the sum, the near asymptote should be dominant
at the small parameter limit (of t), but negligible at the large parameter limit. The reverse
is true for the far asymptote. This condition means that a synthetic asymptote can be
constructed for C, that is[12]:

C =
{(ε0εrw

t

)n

+
[
2πε0

εr + 1
2

(
1

ln [(8t/w) + 1]
− 1

8t/w

)]n}1/n

(3.3.15)

With n = 1, it is seen that the second term (far asymptote of t) requires two modifications
for the above condition. The first is the +1 in the log function of the denominator, and
the next is a third term to cancel the singularity of the modified second term at t. No
modification is needed for the first (near asymptote) term, as it goes to zero already at
t → 0. With such modifications, the synthetic asymptote converges smoothly at the two
limits of t → 0 and t → ∞, but still has a maximum error of 10% at the intermediate values
of t. A match with one data point with numerical computation at an arbitrary t, enables
us to set the exponent n=1.08. This small effort reduces the maximum error to 2%.

With the formula of the capacitance known, the effective dielectric may be obtained from
(3.3.11) by computing (3.3.15) twice with εr �= 1 and εr = 1. The characteristic impedance
Z0 is obtained from (3.3.9) and (3.3.11) as

Z0 =
1

vpC
=

√
εe

c C
=
√

ε0μ0

CC0

3.3.2 Irregularly Shaped Patch as Perturbation of Regularly Shaped Patch

An irregular shaped patch (e.g., resonator or microstrip antenna) is usually not completely
arbitrary but is a regular (rectangular or circular) patch with modification. For example,
the modification may be a corner-cut as mentioned in Section 3.2.7. This means that the
irregular shape is usually a perturbation of a regular shape. As an example of this approach,
consider a corner-cut microstrip patch antenna fed by the microstrip line as shown in Figure
3.7(a). The formula for the frequency response of this patch antenna may be summarized
in the following points:

(a) Figure 3.7(a) and (b) give the small outward expansion of patch edges, based on the
technique introduced in Section 3.3.1. The expansion Δl is obtained from the rectan-
gular patch.
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Port1

(a)

Port2

Port1

(b)

Port2

Port1

(c)

a −C

be

Δl

Δl

Figure 3.7 (a) Microstrip patch antenna with a 45◦ corner-cut, (b) The expanded patch with
magnetic wall in place of the original patch with a fringe field, (c) The cut-patch simulated

by an uncut-patch and a load of −C at the unexpanded cut-line.

(b) Figure 3.7(b) and (c) create a virtual corner-cut, with the second port at the cut-line
(unmoved by the expansion) loaded by a (−C) of parallel plate capacitor. C is a
simple parallel plate capacitor of the corner-cut with no fringe field, that is

C =
ε0εrAc

h
(3.3.16)

where the corner-cut area is Ac = (ae − be)2/2.

The current from port 2 into this (−C) then must cancel the current from port 2
into C of the corner. As a result, there is no net current out of port 2 and the zero
current condition at the cut is now satisfied. If the corner becomes large, the charge
distribution on the corner-cut region decreases from the corner in a cosine manner. In
this case, a correction factor should be introduced[11].

(c) With the expanded patch of Figure 3.7(c), the applying of (3.2.79) results in

Zin =
V1

I1
= Z11 − Z12Z21

Z22 + 1/(jωC)
(3.3.17)

In (3.3.17), the relationship V2/I2 = 1/jω(−C) is used. Z11, Z12, Z21, and Z22 may be
computed by using (3.2.72)–(3.2.75) based on the rectangular patch without a corner-cut.

3.4 Design Procedure of a Single Rectangular Microstrip Patch Antenna

In Figure 3.1(a), the mode is (0, 1) but in some cases, (1, 0) mode is preferable. In that
case, the feed point is located at the edge in which the field is with nonuniform distribution.
The design procedure for these two cases is largely the same.

Usually, the overall goal of a design is to achieve specific performance characteristics at a
specified operating frequency.

The first step is to choose the microstrip substrate. All the parameters of the substrate εr,
t, tan δ, σc are determined. The second step is to find the parameters of the microstrip patch
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including the width w, the length L and the feed point based on the requirement of good
matching with the given characteristic impedance of the microstrip feed line. Finally, the
performance of the antenna should be examined for the efficiency, bandwidth, and radiation
pattern.

3.4.1 Choice of the Microstrip Substrate

As is seen in Section 3.3, larger εr may result in smaller size. However, the bandwidth will
be narrower. If the thickness increases, the bandwidth will increase accordingly, and may
increase the weight and the surface wave excitation. All these factors are quite involved and
there would be some trade-off.

Table 3.1 may provide a reference on choosing the parameters of a microstrip line for the
given bandwidth[13]. The efficiency in terms of the parameters may also be computed (See
Prob. 3.4). The commercial materials available should be taken into account.

Table 3.1 Bandwidth(BW) with VSWR(ρ) � 2 of rectangular microstrip patch antenna.

h/λ0
BW(%)

εr = 1.00 εr = 2.55 εr = 4.70 εr = 10.2

0.005 1.16 0.85 0.76 0.50
0.020 3.55 1.96 1.38 0.79
0.040 7.14 3.84 2.62 1.47
0.060 10.85 5.86 3.93 2.27
0.080 14.61 7.96 5.45 3.18
0.100 18.42 10.15 7.02 4.17

3.4.2 Coarse Determination of the Dimensions for Initial Patch Design

Two dimensions w and L should be determined; w is always related to the radiation edge
and is equal to a or b and L is always related to the non-radiation edge and is equal to a or
b as well. For example in Figure 3.1, w = a and L = b.

For a dielectric substrate of thickness t, an antenna operating at frequency of fr, and for
an efficient radiator, the actual width is:

b′ = w =
c

2fr

(
εr + 1

2

)−1/2

(3.4.1)

where c is the velocity of light. For widths smaller than those selected according to (3.4.1),
radiator efficiency is greater, but higher order modes may result, causing field distortions.

Next is to compute εe, Δl and L by formulas:

εe =
εr + 1

2
+

εr − 1
2

(
1 +

10t

w

)−1/2

(3.4.2)

Δl =0.412t
(εe + 0.3)(w/t + 0.264)
(εe − 0.258)(w/t + 0.8)

(3.4.3)

a′ =L =
c

2fr
√

εe
− 2Δl (3.4.4)

3.4.3 Feeding Methods

Formula (3.2.51) can be used for both for the microstrip line feeding and for the coaxial-
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line feeding. In the design, there is no significant difference for these two feeding methods. To
illustrate the design procedure, the microstrip line feeding method is given here. Assuming
that the feed point is always along x axis, two lower modes (0, 1) and (1, 0) can be excited.
If it is desired to assign the (1, 0) mode as the dominant mode, the (0, 1) mode will be
considered as the cross-polarization and should be suppressed through proper choice of the
dimensions. For (1, 0) mode, w = b, L = a. Figure 3.8 gives the cross-polarization against
b′/a′. b′ and a′ are the physical dimensions of the patch; a′ = a − 2Δl and b′ = b − 2Δl. It
is seen from Figure 3.8 that when b′/a′ ≈ 1.5, the cross-polarization reaches the minimum.
In design, this criterion should be satisfied as much as possible.
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Figure 3.8 Plot of copolarization component Ep to cross-polarization component Ec

versus aspect ratio a/b.

3.4.4 Matching Between the Patch and the Feed

For a given characteristic impedance of the microstrip line, the width w of the strip should
be determined. The closed form for t/w was derived in [14]. From (3.3.13) and (3.3.16), the
near inverse asymptote may be obtained as

lim
Z0→0

(
t

w

)
= lim√

CaCa0→0

(
t

w

)
=

ε0

√
εr√

CaCa0

= Z0

√
ε0εr

μ0

(3.4.5)

where Ca0 is the distributed capacitance of the microstrip when εr=1 in (3.3.13). The far
inverse asymptote can be obtained from (3.3.14) and (3.3.16) as

lim
Z0→∞

(
t

w

)
=

1
8

e2πZ0

√
ε0(εr+1)/(2μ0) (3.4.6)

Similar to (3.3.15), the synthetic inverse asymptote is

t

w
=

⎧⎨
⎩
(

Z0

√
ε0εr

μ0

)n

+

[
1
8

(
e
2πZ0

√
ε0(εr+1)

2μ0 − 1 − 2πZ0

√
ε0(εr + 1)

2μ0

)]n
⎫⎬
⎭

1/n

(3.4.7)

The last two terms in (3.4.7) are added to ensure that the far asymptote drops to zero at
Z0 → 0. These two terms are based on the approximate series ex ≈ 1 + x, when x → 0.
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Unlike the single value of n in (3.3.15), two match points with different εr are needed and
from numerical computation results in a linear equation, n = 0.911− 0.00629εr.

A small change in Z0 in the exponent in (3.4.7) gives a large swing in t/w. One can
tolerate a larger error of t/w in (3.4.7), say a maximum of 10% instead of 4%. Such a large
tolerance in t/w means easier fabrication.

Once Z0 is specified, from (3.4.7), the width w of the strip is given because t is already
fixed. The alternative formulas for determining t/w are

w

t
=

2
π

{
R − 1 − ln(2R − 1) +

εr − 1
2εr

[
ln(R − 1) + 0.293 − 0.517

εr

]}
(3.4.8-a)

with R = 377π/(2Z0
√

εr), Z0 < (44 − 2εr)Ω
w

t
=

8eH

e2H − 2
(3.4.8-b)

with

H =Z0

√
2(εr+1)/120+(0.2258+0.1208/εr)(εr−1)/(εr + 1), Z0 � (44−2εr)Ω

In using the above formulas, the value of Z0 should be identified first.
The Wheeler’s formula may serve as reference to compare the accuracy of (3.4.7) and

(3.4.8-a)

Z0 =
377√

εr

{
w

t
+ 0.833 + 0.165

εr − 1
ε2r

+
εr + 1
πεr

[
ln
(w

t
+ 1.88

)
+ 0.758

]}−1

w/t > 1 (3.4.9-a)

Z0 =
120√

2(εr + 1)

[
ln
(

8t

w
+

1
32

(w

t

)2
)
− εr − 1

εr + 1

(
0.2258 +

0.1208
εr

)]

w/t � 1 (3.4.9-b)

To match the feed and the patch, the input impedance of the patch should be computed.
In the computation, more accurate results can be obtained by using (3.2.51) that takes into
account the higher order modes.

3.4.5 Design Example

The specification is fr=16.0GHz, BW(ρ � 2) �3.0 %, and TM10 operating mode. The
parameters for the microstrip substrate are εr= 2.65, tan δ = 5 × 10−4, t = 0.5mm, and
σ = 8020S/mm. The characteristic impedance Z0 of the feeding microstrip line is chosen as
70 Ω. Table 3.2 gives all the results.

Based on Table 3.2, the frequency response of the VSWR can be computed from (3.2.51),
(3.2.64) and (3.2.66). The result is shown in Figure 3.9 (Line 1). To make further im-
provement, the optimization procedure may be used to adjust a′, b′ and x′

0. The objective
function is chosen as

U = max
i

[abs (Ai − Bi)] , i = 1, 2, 3 (3.4.10)

where i = 1, 2, 3 are related to the frequency points f1 = 15.9GHz, f2 = 16GHz, f3 =
16.1GHz. Bi are the VSWR computed at the corresponding frequency points and Ai are
set to be A1 = 1.5, A2 = 1.2, A3 = 1.5. The optimization procedure may minimize U to get
the new a′, b′, x′

0. After it is done, we have a′ = 5.41mm, b′ = 8.11mm, x′
0 = 0.95mm. The

frequency response of the VSWR for the new set of parameters is shown in Figure 3.9 (Line
2). The results from IE3DTM are also given in Figure 3.10 for comparison, Line 1 is for the
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Table 3.2 A design example.

Parameters w′ = b′(mm) εe Δl(mm) L′ = a′(mm) L = a(mm)

Formulas (3.4.1) (3.4.2) (3.4.3) (3.4.4) a = a′ + 2Δl

Data 6.94 2.45 0.25 5.49 5.98

w = b(mm)∗ Qr Qc Qd Qsw Q η%

b = 1.5a′ + 2Δl (3.2.38) (3.2.41) (3.2.43) (3.2.47) (3.2.32) (3.2.69)

8.73 28.09 355.87 2000 213.07 22.94 81.6

BW(ρ � 2) D0(dB) G(dB) w(mm) x0(mm) x′
0(mm)

(3.2.68) (3.2.71) G = ηD0 (3.4.7) (3.2.56-c) x′
0 = a′ − (a − x0)

3.08 8.19 7.31 0.78 1.73 1.23

* To reduce the cross polarization, according to Figure 3.8, b′ should be chosen as 1.5a′.

Line1

Line2

8

7    

6

5

4

3

2

1
15.00    15.25   15.50   15.75   16.00    16.25   16.50    16.75  17.00

Frequency (GHz)

V
SW

R

Figure 3.9 Results from formulas. (Line 1: original; Line 2: after optimization.)
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Figure 3.10 Results from IE3DT M .

(Line 1: set of original parameters, Line 2: set of optimized parameters.)
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original set of parameters and Line 2 for the new one. The optimization procedure indeed
improves the design.

3.5 Example of LTCC Microstrip Patch Antenna

A conventional patch antenna is usually of narrow bandwidth. There are many types of
broadband patch antennas with a slot on the patch. Among them the U-slot antenna with a
U-slot on the patch and the H-slot antenna with an H-slot on the patch have attracted much
attention because of their outstanding performance. In 1995, Huynh and Lee[15] presented
an experimental study of the U-slot antennas with very good impedance bandwidth perfor-
mance. The new antenna is a probe-fed rectangular microstrip patch antenna on a unity
permittivity substrate with an internal U -shaped slot. But the cross polarization level in the
H-plane of this type of antenna is a little higher than desired, i.e., above −10dB. Early in
1981, Dobust presented a H-slot antenna, which has very good polarization performance[16].
But its bandwidth performance is not as good as that of the U-slot antennas. In many
applications, both broad bandwidth and low cross-polarization are needed simultaneously.
Neither of the two types meets these requirements. Comparing the U-slot antenna with the
H-slot antenna, we can find that geometry of the radiation patch for the H-slot antenna is
symmetrical both in the E-plane and the H-plane, while the U-slot antenna is symmetrical
only in the E-plane. A difference exists in their current distribution. The current distribu-
tion on the patch determines the radiation pattern, including the polarization performance.
If the antenna is vertically polarized, then the vertical part of the current vectors deter-
mines the co-polarization intensity in the far field and the horizontal part determines the
cross-polarization intensity. Looking at the current distribution in the U-slot antenna, we
can find the horizontal part of the current distributed symmetrically in the E-plane (vertical
plane) but asymmetrically in the H-plane (horizontal plane). As a result, in the E-plane, the
cross polarized field components will cancel each other. Consequently, the cross-polarization
level is low. But in the H-plane, the cross polarized field components will not cancel each
other, so a high cross-polarization level will result. Applying a similar analysis to the H-slot
antenna, their low cross-polarization levels both in E and H-plane come from the symmetri-
cal current distribution both in the E and H-plane. Antennas and filters may be viewed as
resonators from the point of view of frequency dependence, so they must have some features
in common. It is predictable that the antenna performance may be improved by increasing
the number of stages of the slots, just like the filter performance does. Based on the above
ideas, it is seen that the bandwidth of the antenna may be improved with the number of
slot pairs increased, and at the same time, a good polarization performance may be kept
both in the E-plane and the H-plane for symmetrical current distribution. Consequently,
the tooth-like-slot antenna was proposed[17]. Recently, the demand for integrated low-cost
circuits and/or antennas has increased with the rapid progress of wireless communication
systems. As a result, the LTCC (low temperature co-fired ceramics) technology is becoming
more and more popular for its flexibility in the integration of arbitrary numbers of layers.
However, the typical high dielectric constant of LTCC materials is not suitable for the band-
width improvement of a microstrip antenna. Thus a broadband antenna based on LTCC
technology needs careful design. The layout of this antenna is shown in Figure 3.11 and the
photo of the prototype is shown in Figure 3.12. The substrate is a sandwich structure with
the feed line in the middle. The total thickness is h. The thickness of the upper substrate
is h1, the lower is h2. The tooth-like-slot on the patch is composed of several paralleled
vertical rectangular slots and a horizontal rectangular slot; it is a symmetrical structure
both in the vertical and horizontal planes.
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Figure 3.11  The layout of the tooth-like-slot
patch antenna.

Figure 3.12  A photo of the prototype of the
tooth-like-slot patch antenna.

The impedance performance of the tooth-like-slot antenna may be investigated through
numerous numerical simulations by using the commercial software such as IE3DT M . There
are some key points in the adjustments.

1. The width of the patch and the length of the main slot pair must be adjusted first, as
they are the most important variables affecting the central frequency.

2. The sizes of slot pairs and the location of the end of the feed line should be adjusted
carefully, for they have important effects on the input impedance.

In this example, the central frequency is 5.76GHz. The LTCC multilayer structure consists
of LTCC A6-S ceramic material (εr = 5.9) of equal layer thickness (4 mils). And the total
thickness of substrate is 2 millimeters and the other dimensions are shown in Figure 3.11.
The measured return loss is shown in Figure 3.13. The measured radiation patterns for
the E-plane and H-plane are shown in Figures 3.14(a) and 3.14(b) respectively. From the
results it is seen that the bandwidth is about 20%, the cross-polarization level in the E-
plane is about −35dB, and in the H-plane is nearly −22dB. All are sufficient to meet the
requirements in most applications.
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Figure 3.13 Measured return loss.

Wideband microstrip antenna has been a hot topic recently. Other methods for increasing
the bandwidth include patches with thick substrate and low dielectric constant, planar
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gap-coupled and directly coupled multi-resonators, stacked electromagnetically coupled or
aperture-coupled patches, impedance-matching techniques, log-periodic configurations and
so on. There are many publications available for this topic[18–20].
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Figure 3.14 Radiation patterns.
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Problems

3.1 Prove (3.2.68).

3.2 For the example given in Section 3.4.5, verify fr, Δl, εe by using the method given in Section

3.3.

3.3 For TM10 mode, and b/a=1.5, compute the efficiency of the antenna when t/λ varies from

0 → 0.10 in the cases of εr = 1.00, 2.55, 4.70, 10.2 (In the computation, the computed points

may be gradually densified).

3.4 Check the data in Table 3.2.

3.5 In the example of Table 3.2, compute E10 max/E01 max, for b=8.73mm, 7.25mm and 10.25mm.

E is the far field intensity.

3.6 In the example of Table 3.2, give the radiation pattern for both the E plane and the H plane.

3.7 In the example of Table 3.2, compute Gs by using (3.2.26) and the approximate formula In

the range of Z0 = (50–75)Ω, εr = 2.20–2.70, improve the accuracy of (3.4.7).

3.8 In the range of Z0 = (50–75)Ω, εr = 2.20–2.70, improve the accuracy of (3.4.7).

3.9 Based on the design example, give out the frequency response within the 3% frequency band-

width.

3.10 Based on the frequency response in Prob. 3.9, find εr and tan δ, assuming they are un-

knowns. If the frequency response is obtained from measurement, it may be considered as

the measurement of the dielectric parameters.



CHAPTER 4

Spectral Domain Approach and Its Application

to Microstrip Antennas

4.1 Introduction

The cavity model and other simple methods discussed in Chapter 3 provide a simple
intuitive understanding of the performance of microstrip antennas. Although the accuracy of
these approximate models is limited, they are nevertheless useful in providing the preliminary
design and predicting the trends of these characteristics with the variation of the design
parameters.

In contrast, the full-wave models are able to analyze arbitrarily-shaped geometries and
can take into account the effect of various types of feeds. Over the last decade, a host
of electromagnetic solvers have been developed for commercial applications. One common
problem encountered in using these CAD software packages for the design of microstrip
antennas is that most of these techniques are suitable for analyzing a given geometry but
not directly for design purposes. In other words, given a structural configuration with all the
relevant-dimensions, one can use an appropriate CAD software tool to simulate the response
of the structure over a desired range of frequencies. However, the complementary synthesis
problem of predicting the structural dimensions for a specified response is usually a much
more daunting task.

Ideally, a CAD software package should require little preprocessing and be able to predict,
efficiently and accurately, all the characteristics of a given practical antenna configuration.
Also, it should have built-in optimization routines that enable it to choose among several
geometrical shapes and estimate the effect of varying a design parameter. For multi-feed
antennas or multiple patch array configurations, it is important for the software to model
rigorously the mutual coupling effects as well.

Currently available software can rarely meet all of these requirements. Moreover, most of
the commercial software packages are canned, thus they are difficult to communicate with.
The full-wave modeling tool developed on one’s own may easily incorporate the most recent
progress in global optimization routines such as the genetic algorithm, evolution strategy[1]

and space mapping technique[2]. The full-wave analysis is also the basis for using and
developing the commercial software.

It should be noticed that both the CAD software and the full-wave analysis are not a
substitute for antenna design experience or a thorough understanding of the principles of
operation of microstrip antennas and arrays. A microstrip antenna design is based on sound
scientific principle, but it also retains a significant component of intuitive understanding and
a creative problem-solving approach that can only come from experience.

“Full-wave” may be used to describe finite difference time domain (FDTD) or finite el-
ement solutions, but most of the full-wave analyses of microstrip antennas have been the
moment method solutions using the exact Green’s function for the dielectric substrate. This
technique enforces the boundary conditions at an air-dielectric interface and treats the con-
tributions of space waves, surface waves, dielectric loss, and coupling to external structures
in an accurate manner. It is also possible to apply the method to a wide variety of patch
and substrate geometries, including arrays, mutual coupling effects, multiple layers, stacked
elements, and various feeding methods, and it can be easily extended to infinite arrays
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of microstrip antennas. It is probably the most popular analysis technique for microstrip
antennas and arrays. Therefore, in this chapter, the full-wave analysis of microstrip anten-
nas using the moment method the will be systematically introduced, based on the spectral
domain approach.

4.2 Basic Concept of Spectral Domain Approach[3, 4]

The spectral analysis approach has many applications and is also widely used in microstrip
antennas and feed networks. This approach may be traced to the appearance of Fourier
analysis more than one hundred years ago. For a periodic time variation function, it may
be expanded into Fourier series containing different frequencies. For a non-periodic time
variation function, the Fourier series is extended to the Fourier integral, and the corre-
sponding frequency spectrum becomes a continuous one. In this case, two domains of the
transform are time and frequency. This approach may be applied in spatial domain as well.
For a given spatial distributed function, it may be superimposed by plane waves with both
different frequencies and different incident angles, including real and complex components.
Each plane wave is a member of the plane wave spectrum (PWS) family. This superposition
corresponds to using the Fourier transform. This superposition may also be done by us-
ing cylindrical waves, which corresponds to Hankel transform. The plane wave, cylindrical
wave and spherical wave may be expressed in terms of other waves, for example, a plane
wave may be expressed by either cylindrical waves or spherical waves. This kind of wave
transformation brings a lot of flexibility and simplicity in solving boundary value problems.

For infinite planar multilayered structures, it is difficult to find the spatial Green’s function
satisfying all the boundary conditions. If we expand the spherical wave produced by a point
source into plane wave spectra or cylindrical wave spectra, this problem may easily be dealt
with. For each plane wave or cylindrical wave spectrum, the planar multilayered structure
problem may be considered as a transmission line problem and the spectral Green’s functions
are easy to find by spectral domain immittance (SDI) approach as will be seen later.

After the boundary condition matching is done in the spectral domain, the spatial domain
Green’s functions may be obtained through the inverse transform, such as inverse Fourier
transform or inverse Hankel transform. Either of them is called the well-known Sommerfeld
integral, which is the spectral representation of a spherical wave and will be shown in the
following example.

We express any scalar field component as f(r) ≡ f(ρ, z), where ρ = x̂x + ŷy is the
projection of r on the xoy plane, and introduce the Fourier transform pair

Ff(r)≡ f̃(kρ; z) =
∫ ∞

−∞

∫ ∞

−∞
f(r)ejkρ·ρdxdy

=
∫ ∞

−∞

∫ ∞

−∞
f(r)ejkxxejkyydxdy (4.2.1)

F−1 f̃(kρ; z)≡ f(r) =
1

(2π)2

∫ ∞

−∞

∫ ∞

−∞
f̃(kρ; z)e−jkρ·ρdkxdky

=
1

(2π)2

∫ ∞

−∞

∫ ∞

−∞
f̃(kρ; z)e−jkxxe−jkyydkxdky (4.2.2)

where kρ = x̂kx+ŷky, kρ =
√

k2
x + k2

y. Formula (4.2.2) is known as the Sommerfeld integral.

For a spherical wave function e−jkr/r, we may find its Fourier transform which results in
the following Sommerfeld identity[5]
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e−jkr

r
=

1
2πj

∫ ∞

−∞

∫ ∞

−∞

e−jkz |z|

kz
e−jkxxe−jkyydkxdky (4.2.3)

where r =
√

x2 + y2 + z2, kz =
√

k2 − k2
x − k2

y, k is the propagation constant along k̂
direction and kx, ky, kz are the propagation constants along x y z directions. They may be
expressed in spherical coordinates as kx = ksinβcosα, ky = ksinβsinα and kz = kcosβ, with
β being the angle between k̂ and ẑ, α being the angle between x̂ and the direction of the
projection vector of k̂ onto the xoy plane. Parameter kz may also be expressed as

kz =

{ √
k2 − (k2

x + k2
y

)
, k2

x + k2
y � k2

−j
√(

k2
x + k2

y

)− k2, k2
x + k2

y > k2
(4.2.4)

Waves for which k2
x + k2

y � k2, corresponding to real angels α, β, contribute to the propa-
gating wave. This region is called the visible region. Whereas those for which k2

x + k2
y > k2

correspond to real α and complex angle β = ±(π/2)+jβi. In that case, kx = ±kcosαcoshβi,
ky = ±ksinαcoshβi are real numbers with |kx| � k, |ky| � k; kz = ±jksinhβi. Due to the
pure imaginary kz , waves in this region are evanescent. Therefore, this region is called the
invisible region. Formula (4.2.3) shows that the spherical wave function may be superim-
posed by the plane wave spectra e−jkzz /kz. The evanescent waves are mainly responsible
for the near field including the singularity at the source point. Formula (4.2.3) contains all
the waves needed, therefore it is the full-wave representation.

It will be seen that in (4.2.2), only one radial variable kρ will suffice in place of two inde-
pendent variables x and y. The appropriate formulation of such problems is in terms of the
Hankel transform, a one-dimensional transform with a Bessel function kernel. For this pur-
pose let kx = kρcosα, ky = kρsinα, x = ρcosϕ, y = ρsinϕ which transform the Cartesian co-
ordinates into cylindrical ones. According to the Jacobian determinant[6] dkxdky = kρdαdkρ

and we have

f(r)=
1

(2π)2

∫ ∞

−∞

∫ ∞

−∞
f̃(kρ; z)e−j(kxx+kyy)dkxdky

=
1

(2π)2

∫ ∞

0

∫ 2π

0

f̃(kρ; z)e−jkρρ cos(α−ϕ)kρdαdkρ (4.2.5)

Letting α − ϕ = ξ, and making use of the following identity

Jn(η) =
(∓j)n

2π

∫ 2π

0

e±j(η cos ξ−nξ)dξ (4.2.6)

formula (4.2.5) may be written as

f(r)=
1
2π

∫ ∞

0

f̃(kρ; z)
(

1
2π

∫ 2π−ϕ

−ϕ

e−jkρρcosξdξ

)
kρdkρ

=
1
2π

∫ ∞

0

f̃(kρ; z)
(

1
2π

∫ 2π

0

e−jkρρcosξdξ

)
kρdkρ

=
1
2π

∫ ∞

0

f̃(kρ; z) J0(kρρ)kρdkρ (4.2.7)

where J0 is the zero order Bessel function which corresponds to the cylindrical standing
wave.
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Notice the following identities

J0(u)=
1
2

[
H(1)

0 (u) + H(2)
0 (u)

]
(4.2.8)

H(1)
0 (u)=−H(2)

0 (e−πju) (4.2.9)

where H(1)
0 and H(2)

0 are zero order first kind and second kind Hankel functions which cor-
respond to the inward and outward cylindrical travelling waves respectively. Considering
(4.2.8), (4.2.9) and f̃(kρ; z) = f̃(−kρ; z), formula (4.2.7) may be expressed in terms of H(2)

0

f(r) =
1
4π

∫ ∞

−∞
f̃(kρ; z)H(2)

0 (kρρ)kρdkρ (4.2.10)

Both (4.2.7) and (4.2.10) are known as the Hankel transform, and also as the Sommerfeld
integrals.

Formula (4.2.3) thus may be written in terms of Hankel transform

e−jkr

r
=

1
j

∫ ∞

0

e−jkz |z|

kz
J0(kρρ)kρdkρ (4.2.11)

=
1
2j

∫ ∞

−∞

e−jkz |z|

kz
H(1)

0 (kρρ)kρdkρ

=
1
2j

∫ ∞

−∞

e−jkz |z|

kz
H(2)

0 (kρρ)kρdkρ (4.2.12)

which is another kind of Sommerfeld identity showing that the spherical wave function may
also be superimposed by cylindrical wave spectra.

4.3 Some Useful Transform Relations

Since the layered medium is invariant along the x and y coordinates and all the quantities
depend on x−x′ and y−y′, where superscript prime denotes the source point, it is convenient
to introduce the “shifted” Fourier transform pair

F{f(x − x′, y − y′)}= f̃(kx, ky)

=
∫ ∞

−∞

∫ ∞

−∞
f(x − x′, y − y′)ej[kx(x−x′)+ky(y−y′)]dxdy (4.3.1)

F−1{f̃(kx, ky)}= f(x − x′, y − y′)

=
1

(2π)2

∫ ∞

−∞

∫ ∞

−∞
f̃(kx, ky)e−j[kx(x−x′)+ky(y−y′)]dkxdky (4.3.2)

By changing to the polar coordinates in both the transform and space domains according
to

x − x′ = ρ cosϕ, y − y′ = ρ sinϕ (4.3.3)

kx = kρcosα, ky = kρsinα (4.3.4)

where

ρ =
√

(x − x′)2 + (y − y′)2, ϕ = tan−1

(
y − y′

x − x′

)
(4.3.5)
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kρ =
√

k2
x + k2

y, α = tan−1

(
ky

kx

)
(4.3.6)

we can conveniently express various inverse Fourier integrals that arise in terms of the
Sommerfeld-type integrals of the form[7]

Sn[f̃(kρ)] =
1
2π

∫ ∞

0

f̃(kρ) Jn(kρρ)kn+1
ρ dkρ (4.3.7)

Using the expression in (4.3.7), (4.2.7) may be rewritten as

F−1{f̃(kρ)} = S0[f̃(kρ)] (4.3.8)

Some other useful transformations expressed in terms of Sn are as follows

F−1
{

jkxf̃(kρ)
}

= cosϕS1

[
f̃(kρ)

]
(4.3.9)

F−1
{

jky f̃(kρ)
}

= sinϕS1

[
f̃(kρ)

]
(4.3.10)

F−1
{

k2
xf̃(kρ)

}
= −1

2

{
cos2ϕS2

[
f̃(kρ)

]
− S0

[
k2

ρf̃(kρ)
]}

(4.3.11)

F−1
{

k2
y f̃(kρ)

}
=

1
2

{
cos2ϕS2

[
f̃(kρ)

]
+ S0

[
k2

ρf̃(kρ)
]}

(4.3.12)

F−1
{

kxky f̃(kρ)
}

= −1
2
sin2ϕS2[f̃(kρ)] (4.3.13)

The derivation of (4.3.11) is given as an example

F−1
{
k2

xf̃(kρ)
}

=
1

(2π)2

∫ ∞

0

∫ 2π

0

k2
xf̃(kρ)e−jkρρ cos(α−ϕ)kρdαdkρ

=
1

(2π)2

∫ ∞

0

[ ∫ 2π

0

(
ejα + e−jα

2

)2

f̃(kρ)

e−jkρρ cos(α−ϕ)dα

]
k3

ρdkρ

=
1

(2π)2

∫ ∞

0

[ ∫ −ϕ+2π

−ϕ

1
4
ej2(ξ+ϕ)e−jkρρ cos ξ f̃(kρ)dξ

+
∫ −ϕ+2π

−ϕ

1
4
e−j2(ξ+ϕ)e−jkρρ cos ξ f̃(kρ)dξ

+
∫ −ϕ+2π

−ϕ

1
2
f̃(kρ)e−jkρρcosξdξ

]
k3

ρdkρ

=−1
2

{
1
2
ej2ϕ 1

2π

∫ ∞

0

f̃(kρ) J2(kρρ)k3
ρdkρ

+
1
2
e−j2ϕ 1

2π

∫ ∞

0

f̃(kρ) J2(kρρ)k3
ρdkρ

− 1
2π

∫ ∞

0

k2
ρf̃(kρ) J0(kρρ)kρdkρ

}

=−1
2

{
cos 2ϕS2

[
f̃(kρ)

]
− S0

[
k2

ρf̃(kρ)
]}



116 Chapter 4 Spectral Domain Approach and Its Application to Microstrip Antennas

In the above derivation, the periodicity

e±j2ξe−jkρρ cos ξ = e±j2(ξ+2π)e−jkρρ cos(ξ+2π) (4.3.14)

and the property of the Bessel function[8]

Jn(−x) = J−n(x) = (−1)n Jn(x) (4.3.15)

are used.
Following a similar derivation, we obtain another type of Sommerfeld integral[9]

F−1{ejnαf̃(kρ)}=
1

(2π)2

∫ ∞

0

∫ 2π

0

ejnαf̃(kρ)e−jkρρ cos(α−ϕ)kρdαdkρ

=
1
2π

ejnϕ(−j)n

∫ ∞

0

f̃(kρ) Jn(kρρ)kρdkρ

= ejnϕ(−j)nSn{f̃(kρ)} (4.3.16)

where

Sn{f̃(kρ)} =
1
2π

∫ ∞

0

f̃(kρ) Jn(kρρ)kρdkρ (4.3.17)

which is different from that in (4.3.7). Formula (4.3.16) results in

F−1

{
sin
cos

nαf̃(kρ)
}

= (−j)n sin
cos

nϕSn{f̃(kρ)} (4.3.18)

where Sn{f̃(kρ)} is defined in (4.3.17).
The Sommerfeld identity may also be extended into some modified forms. For example,

if we take the derivatives ∂2f/∂z∂ρ on both sides of the Sommerfeld identity (4.2.12)

∂2

∂z∂ρ

(
e−jkr

r

)
=

∂2

∂z∂ρ

(
1
2j

∫ ∞

−∞

e−jkz |z|

kz
H0(kρρ)kρdkρ

)
(4.3.19)

We have the following useful modified Sommerfeld identity[10]

e−jkr

r5
(3 + j3kr − k2r2)ρ|z| =

1
2

∫ ∞

−∞
e−jkz |z|H(2)

1 (kρρ)k2
ρdkρ (4.3.20)

4.4 Scalarization of Maxwell’s Equations

Consider a uniaxially anisotropic, possibly lossy medium, which is transversely unbounded
with respect to the z axis and is characterized, relative to free space, by z-dependence, in
general complex-valued permeability and permittivity dyadic, μ

¯̄
= I

¯̄t
μt + ẑẑμz and ε

¯̄
=

I
¯̄t

εt + ẑẑεz, respectively, where I
¯̄t

is the transverse unit dyadic. We wish to compute the
fields (E,H) at an arbitrary point r due to a specified current distribution (J,M)[9]. For
the isotropic medium, μt = μz = μr, εt = εz = εr.

These fields are governed by the Maxwell’s equations

∇× E = −jωμ0μ
¯̄
· H− M (4.4.1)

∇× H = jωε0ε¯̄
· E + J (4.4.2)
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Since the medium is homogeneous and of infinite extent in any transverse (to z) plane, the
analysis is facilitated by the Fourier transformation of all fields with respect to the transverse
coordinates. Upon applying (4.2.1) to (4.4.1), (4.4.2) and separating the transverse and
longitudinal parts of the resulting equations[11](

∇̃t + ẑ
d

dz

)
× (Ẽt + Ẽz) = −jωμ0μ

¯̄
· (H̃t + H̃z) − M̃ (4.4.3)(

∇̃t + ẑ
d

dz

)
× (H̃t + H̃z) = jωε0ε¯̄

· (Ẽt + Ẽz) + J̃ (4.4.4)

where ∇̃t = −j(kxx̂ + kyŷ). After several following steps of derivation

∇̃t × Ẽt +
d

dz
ẑ × Ẽt + ∇̃t × Ẽz +

d

dz
ẑ × Ẽz

= −jωμ0μtH̃t − jωμ0μzH̃z − M̃z − M̃t (4.4.5)

∇̃t × H̃t +
d

dz
ẑ × H̃t + ∇̃t × H̃z +

d

dz
ẑ × H̃z

= jωε0εtẼt + jωε0εzẼz + J̃z + J̃t (4.4.6)

⇓
∇̃t × Ẽz +

d

dz
ẑ × Ẽt = −jωμ0μtH̃t − M̃t (4.4.7)

∇̃t × H̃z +
d

dz
ẑ × H̃t = jωε0εtẼt + J̃t (4.4.8)

∇̃t × Ẽt = −jωμ0μzH̃z − M̃z = jkρ · (ẑ × Ẽt)ẑ (4.4.9)

∇̃t × H̃t = jωε0εzẼz + J̃z = −jkρ · (H̃t × ẑ)ẑ (4.4.10)

⇓
∇̃t × Ẽz × ẑ +

d

dz
ẑ × Ẽt × ẑ = −jωμ0μtH̃t × ẑ − M̃t × ẑ (4.4.11)

∇̃t × H̃z × ẑ +
d

dz
ẑ × H̃t × ẑ = jωε0εtẼt × ẑ + J̃t × ẑ (4.4.12)

−jωε0εzẼz = jkρ · (H̃t × ẑ) + J̃z (4.4.13)

−jωμ0μzH̃z = jkρ · (ẑ × Ẽt) + M̃z (4.4.14)

we arrive at

dẼt

dz
=

1
jωε0εt

(k2
t − νekρkρ·)(H̃t × ẑ)

+kρ
J̃z

ωε0εz
− M̃t × ẑ (4.4.15)

dH̃t

dz
=

1
jωμ0μt

(k2
t − νhkρkρ·)(ẑ × Ẽt)

+kρ
M̃z

ωε0εz
− ẑ × J̃t (4.4.16)

−jωε0εzẼz = jkρ · (H̃t × ẑ) + J̃z (4.4.17)

−jωμ0μzH̃z = jkρ · (ẑ × Ẽt) + M̃z (4.4.18)
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where kt = k0

√
μtεt and k0 = ω

√
μ0ε0 (being the free-space wavenumber), νe = εt/εz and

νh = μt/μz are referred to as, respectively, the electric and magnetic anisotropy ratios.
The derivation of (4.4.15) and (4.4.16) is not quite straightforward and thus needs some
explanation. Take the derivation of (4.4.15) from (4.4.11) as an example

dẼt

dz
=−∇t × Ẽz × ẑ − jωμ0μt(H̃t × ẑ) − M̃t × ẑ

=−(jkyŷ + jkxx̂)Ẽz − jωμ0μt(H̃t × ẑ) − M̃t × ẑ

=−jkρ
jkρ · (H̃t × ẑ) + J̃z

−jωε0εz
− jωμ0μt(H̃t × ẑ) − M̃t × ẑ

=
1

jωε0εt

[
ω2μ0ε0εtμt − εt

εz
kρkρ·

]
(H̃t × ẑ) +

kρJ̃z

ωε0εz
− M̃t × ẑ

The subsequent analysis is greatly simplified if one defines a rotated spectrum-domain
coordinate system based on (kρ, ẑ× kρ) (see Figure 4.1), with the unit vectors (û, v̂) given
by

û =
kx

kρ
x̂ +

ky

kρ
ŷ (4.4.19)

v̂ = −ky

kρ
x̂ +

kx

kρ
ŷ (4.4.20)

(k y)

k y

(k x)k xxz

v

y
u

k ρ

α

z×k ρ

Figure 4.1 Rotated spectrum-domain coordinate system.

where kρ =
√

k2
x + k2

y. If we now express the transverse electric and magnetic fields as

Ẽt = ûV e + v̂V h (4.4.21)

H̃t × ẑ = ûIe + v̂Ih (4.4.22)

and project (4.4.15) and (4.4.16) onto û and v̂, we find that these equations are decoupled
into two sets of transmission line equations of the form

dV p

dz
= −jkp

zZpIp + vp (4.4.23)

dIp

dz
= −jkp

zY pV p + ip (4.4.24)
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where the superscript p may be e or h. Hence, the components of Ẽt and H̃t in the (u, v)
plane may be interpreted as voltages and currents on a transmission-line analog of the
medium along the z axis, which was anticipated in the notation introduced in (4.4.21) and
(4.4.22). The propagation wavenumbers and the characteristic impedances and admittances
of this transmission line are given as

kp
z =

√
k2

t − νpk2
ρ (4.4.25)

Ze =
1

Y e
=

ke
z

ωε0εt
(4.4.26)

Zh =
1

Y h
=

ωμ0μt

kh
z

(4.4.27)

where the square root branch in (4.4.25) is specified by the condition that −π < arg{kp
z} � 0.

The voltage and current sources in (4.4.23) and (4.4.24) are given by

ve =
kρ

ωε0εz
J̃z − M̃v, ie = −J̃u (4.4.28)

ih = − kρ

ωμ0μz
M̃z − J̃v, vh = M̃u (4.4.29)

In view of (4.4.21), (4.4.22), (4.4.13) and (4.4.14), the spectral fields may now be expressed
as

Ẽ = ûV e + v̂V h − ẑ
1

jωε0εz
(jkρI

e + J̃z) (4.4.30)

H̃ = −ûIh + v̂Ie + ẑ
1

jωμ0μz
(jkρV

h − M̃z) (4.4.31)

which indicate that outside the source region (V e, Ie) and (V h, Ih) represent fields that are,
respectively, TM and TE to z. The space-domain fields (E,H) are obtained from (4.4.30)
and (4.4.31) via the inverse transform (4.2.2).

The original vector problem has thus been reduced to the scalar transmission line problem.
Note that, since superscript p represents e or h, two transmission lines are involved and
associated, respectively, with the TM and TE partial fields.

The decoupling may also be implemented through the diagnalization of the matrix which
relates [Ex, Ey]T and [Hx, Hy]T [3]. The simultaneous implementation of Fourier transforma-
tion and diagnalization yields the vector Fourier transform[12]. The vector transform may
also be extended to Hankel transform which yields the vector Hankel transform[12]. For
structures with circular symmetry, this kind of transform is convenient to use[13].

4.5 Dyadic Green’s Function (DGF)

Consider the solutions of the transmission line equation (4.4.23), (4.4.24) for unit-strength
impulsive sources. Hence, let V p

i (z|z′) and Ip
i (z|z′) denote the voltage and current, respec-

tively, at z due to a 1-A shunt current source at z′, and let V p
v (z|z′), and Ip

v (z|z′) denote the
voltage and current, respectively, at z due to a 1-V series voltage source at z′ (see Figure
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4.2). Then, from (4.4.23), (4.4.24) it follows

dV p
i

dz
=−jkp

zZpIp
i (4.5.1)

dI p
i

dz
=−jkp

zY pV p
i + δ(z − z′) (4.5.2)

dV p
v

dz
=−jkp

zZpIp
v + δ(z − z′) (4.5.3)

dI p
v

dz
=−jkp

zY pV p
v (4.5.4)

Figure 4.2 Network problems for the determination of the transmission-line Green’s function.

where δ is the Dirac delta function, and they possess the reciprocity properties.

V p
i (z|z′)=V p

i (z′|z) (4.5.5)

Ip
v (z|z′)= Ip

v (z′|z) (4.5.6)

V p
v (z|z′)=−Ip

i (z′|z) (4.5.7)

Ip
i (z|z′)=−V p

v (z′|z) (4.5.8)

The above relationship can be easily seen from Figure 4.3. The linearity of the transmis-
sion line equations (4.4.23), (4.4.24) allows one to obtain (V p, Ip) at any point z via the
superposition integrals.

V p = 〈V p
i , ip〉 + 〈V p

v , vp〉 (4.5.9)

Ip = 〈Ip
i , ip〉 + 〈Ip

v , vp〉 (4.5.10)

The notation 〈, 〉 is used for integrals of products of two functions separated by the comma
over their common spatial support. Upon substituting these equations into (4.4.30), (4.4.31)
and using (4.4.28), (4.4.29), one obtains

Ẽ = 〈G̃
¯̄

EJ

; J̃〉 + 〈G̃
¯̄

EM

; M̃〉 (4.5.11)

H̃ = 〈G̃
¯̄

HJ

; J̃〉 + 〈G̃
¯̄

HM

; M̃〉 (4.5.12)

where a dot over the comma in 〈 〉 indicates a dot product. The derivation of G̃
¯̄

PQ
(kρ; z|z′)

will be given in the following. From (4.4.30)

Ẽ= ûV e + v̂V h − ẑ
1

jωε0εz
(jkρI

e + J̃zδ(z − z′))
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I
Z1 Z21A

V
z′ z

z′ z

VZ1 Z2

I
1V

z′ z

Z2Z1 V

I
1V

z′ z

Z1 Z2

V

I

1A

equal

equal equal

equal

Vi
p(z | z′) =            Z1Z2

Z1+Z2

Ii
p(z | z′) = 

Z1

Z1+Z2

Vv
p(z | z′) = 

Z2
Z1+Z2

Iv
p(z | z′) = 

Z1+Z2

1

Vi
p(z′ | z) = 

Z1Z2

Z1+Z2

−Ii
p(z′ | z) = 

Z1+Z2

Z2

−Vv
p(z′ | z) = Z1+Z2

Z1

Iv
p(z′ | z) = Z1+Z2

1

(a) Source at z′ to find V(z | z′), I(z | z′) (b) Source at z to find V(z′ | z), I(z′ | z)

Figure 4.3 Pictorial proof of the reciprocity properties in (4.5.5)–(4.5.8).

= û(〈V e
i , ie〉 + 〈V e

v , ve〉) + v̂(〈V h
i , ih〉 + 〈V h

v , vh〉)

−ẑ
jkρ

jωε0εz
(〈Ie

i , ie〉 + 〈Ie
v , ve〉) − ẑ

J̃zδ(z − z′)
jωε0ε′z

(4.5.13)

We derive û, v̂ and ẑ components separately. For û component

〈V e
i , ie〉 + 〈V e

v , ve〉= 〈V e
i ,−J̃u〉 + 〈V e

v ,
kρ

ωε0ε′z
J̃z − M̃v〉

=−〈V e
i , J̃u〉 + 〈V e

v ,
kρ

ωε0ε′z
J̃z〉 − 〈V e

v , M̃v〉

where J̃u, J̃z and M̃v are the sources along û, ẑ and v̂ respectively. To find the Green’s
function, we put all of them to be 1. When the source point and field point are located
in different media and to keep the continuity of the normal component of the electric flux
density D on the boundary between two media, the dielectric constant related to the normal
electric source should be evaluated at the source coordinate z′ and is primed. Then we have
the û component of the DGF’s G̃

¯̄
EJ

and G̃
¯̄

EM

−ûûV e
i + ûẑ

kρV
e
v

ωε0ε′z
− ûv̂V e

v

Through similar derivation, we obtain v̂ and ẑ components of G̃
¯̄

EJ

and G̃
¯̄

EM

. From (4.4.31)

H̃=−ûIh + v̂Ie + ẑ
1

jωμ0μz
(jkρV h − M̃zδ(z − z′))

=−û(〈Ih
i , ih〉 + 〈Ih

v , vh〉) + v̂(〈Ie
i , ie〉 + 〈Ie

v , ve〉)

+ẑ
jkρ

jωμ0μz
(〈V h

i , ih〉 + 〈V h
v , vh〉) − ẑ

M̃zδ(z − z′)
jωμ0μ′

z

(4.5.14)
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In (4.5.14), when the source point and field point are located in different media and to
keep the continuity of the normal component of the magnetic flux density on the boundary
between two media, the permeability related to the normal magnetic source should also be
evaluated at source coordinates z′ and is primed. From (4.5.14), we obtain G̃

¯̄
HJ

and G̃
¯̄

HM

.

Alternatively, G̃
¯̄

HJ

and G̃
¯̄

HM

may also be obtained from G̃
¯̄

EJ

and G̃
¯̄

EM

by duality. The
complete results are as follows

G̃
¯̄

EJ

=−ûûV e
i − v̂v̂V h

i + ẑû
kρ

ωε0εz
Ie
i + ûẑ

kρ

ωε0ε′z
V e

v

+ẑẑ
1

jωε0εz

[
k2

ρ

jωε0ε′z
Ie
v − δ(z − z′)

]
(4.5.15)

G̃
¯̄

HJ

= ûv̂Ih
i − v̂ûIe

i − ẑv̂
kρ

ωμ0μz
V h

i + v̂ẑ
kρ

ωε0ε′z
Ie
v (4.5.16)

G̃
¯̄

EM

=−ûv̂V e
v + v̂ûV h

v + ẑv̂
kρ

ωε0εz
Ie
v − v̂ẑ

kρ

ωμ0μ′
z

V h
i (4.5.17)

G̃
¯̄

HM

=−ûûIh
v − v̂v̂Ie

v + ẑû
kρ

ωμ0μz
V h

v + ûẑ
kρ

ωμ0μ′
z

Ih
i

+ẑẑ
1

jωμ0μ′
z

[
k2

ρ

jωμ0μz
V h

i − δ(z − z′)

]
(4.5.18)

(4.5.15)–(4.5.18) may be easily transformed to a (x, y, z) coordinate system through (4.4.19)
and (4.4.20). For example,

G̃EJ

xx = −V e
i

k2
x

k2
ρ

− V h
i

k2
y

k2
ρ

(4.5.19)

G̃EJ

yy = −V e
i

k2
y

k2
ρ

− V h
i

k2
x

k2
ρ

(4.5.20)

4.6 Mixed Potential Representations

The hypersingular behavior of some integral equation kernels causes difficulties in the
solution procedure[14], which may be avoided if the fields are expressed in terms of vector
and scalar potentials with weakly singular kernels. This led to the development of mixed-
potential integral equations (MPIEs) for arbitrarily shaped scatterers in free space[15]. In
layered media, an important advantage of the MPIEs is that the spectral Sommerfeld-
type integrals (or series, in the case of laterally shielded environments) appearing in the
potential kernels converge more rapidly and are easier to accelerate than those associated
with the field forms that are obtained by differentiation of the potentials. For mixed potential
representations, consider first the case where only electric current is present. It is then
permissible to express the fields in terms of vector and scalar potentials through the equations

μ0μ
¯̄
·H = ∇× A (4.6.1)

E = −jωA−∇φ (4.6.2)

According to the definition of vector potential DGF G
¯̄

A(r|r′)

A = μ0〈G¯̄
A;J〉 (4.6.3)
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The fields due to arbitrary current distribution J may be expressed as

H = 〈G
¯̄

HJ ;J〉 (4.6.4)

Upon substituting (4.6.3) (4.6.4) into (4.6.1), one obtains

〈μ
¯̄
·G

¯̄
HJ ;J〉 = 〈∇ × G

¯̄
A;J〉

It follows that
μ
¯̄
· G

¯̄
HJ = ∇× G

¯̄
A (4.6.5)

Since G
¯̄

HJ has already been determined, we will use this relationship to obtain G
¯̄

A. The
derivations are simplified in the spectrum domain, where the operator ∇ becomes ∇̃ =
−jkρû+ ẑd/(dz). The relationship in (4.6.5) does not uniquely specify G

¯̄
A, making different

formulations possible. We postulate the following form which possesses clear advantage over
others[7]

G̃
¯̄

A

= ûûG̃A

vv + v̂v̂G̃A

vv + ẑûG̃A

zu + ẑẑG̃A

zz (4.6.6)

when (4.6.6) is projected on the Cartesian-coordinate system via (4.4.19), (4.4.20)

G̃
¯̄

A

= x̂x̂G̃A

vv + ŷŷG̃A

vv + ẑx̂
kx

kρ
G̃A

zu + ẑŷ
ky

kρ
G̃A

zu + ẑẑG̃A

zz (4.6.7)

As is known[16], for horizontal dipoles, z components are required to satisfy the boundary
conditions at the interfaces. To calculate ∇× G̃

¯̄
A

, we rewrite G̃
¯̄

A

as

G̃
¯̄

A

=(G̃A

vvû + G̃A

zuẑ)û + (G̃A

vvv̂)v̂ + (G̃A

zz ẑ)ẑ

=C1û + C2v̂ + C3ẑ

According to the definition of ∇× G̃
¯̄

A
[17] and ∇̃ = −jkρû + ẑd/(dz), we have

∇× G̃
¯̄

A

= (∇× C1) û + (∇× C2) v̂ + (∇× C3) ẑ

=
[(

−jkρû + ẑ
d

dz

)
× C1

]
û +

[(
−jkρû + ẑ

d

dz

)
× C2

]
v̂

+
[(

−jkρû + ẑ
d

dz

)
× C3

]
ẑ

=
(

jkρG̃
A

zu +
d

dz
G̃A

vv

)
v̂û− d

dz
G̃A

vvûv̂ − jkρG̃
A

vv ẑv̂

+jkρG̃
A

zzv̂ẑ (4.6.8)

where ∂/∂v = 0 is used. μ
¯̄
· G̃

¯̄
HJ

of the left side of (4.6.5) may be calculated via (4.5.16)

μ
¯̄
· G̃

¯̄
HJ

=(μtûû + μtv̂v̂ + μzẑẑ) · G̃¯̄
HJ

=−μtI
e
i v̂û + μtI

h
i ûv̂ − kρ

ωμ0

V h
i ẑv̂ + μt

kρ

ωε0ε′z
Ie
v v̂ẑ (4.6.9)

The comparison between (4.6.8) and (4.6.9) yields

d

dz
G̃A

vv + jkρG̃
A

zu = −μtI
e
i (4.6.10)

d

dz
G̃A

vv = −μtI
h
i (4.6.11)

jωμ0G̃
A

vv = V h
i (4.6.12)

jωμ0G̃
A

zz = η2
0

μt

ε′z
Ie
v (4.6.13)
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where η0 =
√

μ0/ε0 is the intrinsic impedance of free space. Substituting (4.6.11) into
(4.6.10) results in

jωμ0G̃
A

zu =
ωμ0μt

kρ
(Ih

i − Ie
i ) (4.6.14)

the solution of G̃
¯̄

A

in (4.6.6), (4.6.7) are found from (4.6.12)–(4.6.14) to be

G̃
¯̄

A

= x̂x̂
1

jωμ0

V h
i + ŷŷ

1
jωμ0

V h
i + ẑx̂

μtkx

jk2
ρ

(Ih
i −Ie

i ) + ẑŷ
μtky

jk2
ρ

(Ih
i −Ie

i ) + ẑẑ
μt

jωε0ε′z
Ie
v (4.6.15)

The scalar potential may be found from the auxiliary condition

∇ · (μ−1
t μ−1

z μ
¯̄
·A) = −jωμ0ε0εtφ (4.6.16)

which can be shown to be consistent with the vector potential obtained above. To arrive at
the mixed-potential form of E, we postulate the decomposition

ε−1
t ∇ · (μ−1

t μ−1
z μ

¯̄
·G

¯̄
A) = −∇′Gφ + Cφẑ (4.6.17)

where Gφ is the scalar potential kernel and Cφ is the correction factor, which arises generally
when both horizontal and vertical current components are present[7]. To find Gφ and Cφ, we
substitute (4.6.6) into spectrum domain counterpart of (4.6.16) and use ∇̃′ = ûjkρ + ẑd/dz′,
and we obtain

G̃φ =
1

jωμ0μzεt
V h

i +
1

k2
ρεt

d

dz
(Ih

i − Ie
i ) (4.6.18)

C̃φ =
1

jωε0ε′zεt

d

dz
Ie
v +

d

dz′
G̃φ (4.6.19)

To eliminate d/dz and d/dz′ in (4.6.18) and (4.6.19), we use (4.5.2), (4.4.25)–(4.4.27) and
(4.6.18). Then (4.6.18) becomes

G̃φ =
V h

i

jωμ0μzεt
+

1
k2

ρεt

(
jke

zY
eV e

i − jkh
z Y hV h

i

)

=
jωε0V

e
i

k2
ρ

− jωε0V
h
i

k2
ρ

(
k2

ρ

ω2ε0μ0εtμz
+

k2
t − υhk2

ρ

ω2ε0μ0εtμt

)

=
jωε0

k2
ρ

(
V e

i − V h
i

)
(4.6.20)

We use (4.6.20), (4.4.25)–(4.4.27), (4.5.1), (4.5.4) and (4.5.7); then (4.6.19) becomes

C̃φ =
1

jω0ε0ε′zεt
(−jke

zY
eV e

v ) +
jωε0

k2
ρ

(
dV e

i

dz′
− dV h

i

dz′

)

=− 1
ε′z

V e
v +

jωε0

k2
ρ

[
−j

(ke′
z )2

ωε0ε′t
Ie′
i + jωμ0μ

′
tI

h′
i

]

=− 1
ε′z

V e
v +

jωε0

k2
ρ

[
j
(ke′

z )2

ωε0ε′t
V e

v − jωμ0μ
′
tV

h
v

]

=
ω2ε0μ0μ

′
t

k2
ρ

V h
v −

(
1
ε′z

+
k2

0 ε′tμ
′
tε

′
z − ε′tk

2
ρ

k2
ρε′tε′z

)
V e

v

=
ω2ε0μ0μ

′
t

k2
ρ

(
V h

v − V e
v

)
(4.6.21)



4.6 Mixed Potential Representations 125

where as usual prime refers to the source point.
We next substitute (4.6.15) and (4.6.16) into (4.6.2) and obtain

E=−jωA−∇φ

=−jωμ0〈G¯̄
A;J〉 + ∇

∇ · (μ
¯̄
·A)

jωε0μ0εtμtμz

=−jωμ0〈G¯̄
A;J〉 +

1
jωε0

∇(−〈∇′Gφ,J〉 + 〈Cφẑ;J〉) (4.6.22)

Using the Gauss’ theorem, we have∫
s

∇′ · (GφJ)ds′ =
∫

s

∇′Gφ · Jds +
∫

s

Gφ∇′ · Jds′ =
∫

L

GφJ · n̂dl = 0

namely,
〈∇′Gφ,J〉 = −〈Gφ,∇′ · J〉

then (4.6.22) may be expressed as

E = −jωμ0〈G¯̄
A;J〉 +

1
jωε0

∇(〈Gφ,∇′ · J〉 + 〈Cφẑ;J〉) (4.6.23)

which is the desired mixed-potential representation of E. Note that kernels given above
are expressed in terms of Sommerfeld integrals of spectral functions, for which explicit
expressions in terms of the TLGFs have been derived.

When only magnetic currents are present, the analysis is similar to that given above.
The mixed-potential representation for H may be obtained from the above formulas by the
following replacement of symbols: E → H, J → M, A → F, φ → ψ, ε → μ, μ → ε, V → I,
I → V , v → i, i → v, e → h, and h → e. In the general case, where both electric and
magnetic currents are present, we may use superposition to get the results.

The correction term in (4.6.23) may be grouped with the vector potential term, resulting
in an alternative mixed-potential representation as[23]

E = −jωμ0〈K¯̄
A;J〉 +

1
jωε0

∇〈Gφ,∇′ · J〉 (4.6.24)

where the new vector potential Green’s function K
¯̄

A can be expressed as

K
¯̄

A =

⎡
⎣ GA

xx 0 GA
xz

0 GA
xx GA

yz

GA
zx GA

zy GA
zz

⎤
⎦ (4.6.25)

The spectral domain counterparts of GA
xx, GA

zx and GA
zy have the same forms as those in

(4.6.15), respectively. The spectral domain counterparts of GA
xz , G

A
yz, and GA

zz can be written
as

G̃A

xz =
μ′

tkx

jk2
ρ

(V h
v − V e

v ) (4.6.26)

G̃A

yz =
μ′

tky

jk2
ρ

(V h
v − V e

v ) (4.6.27)

G̃A

zz =
1

jωε0

[(
μt

ε′z
− μ′

t(ke
z)2

εtk2
ρ

)
Ie
v +

k2
0μtμ

′
t

k2
ρ

Ih
v

]
(4.6.28)
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Components G̃A
xz and G̃A

yz are related to G̃A
zx and G̃A

zy by

G̃A

xz(ρ, z|z′) = −μ′
t

μt
G̃A

zx(ρ, z′|z) (4.6.29)

G̃A

yz(ρ, z|z′) = −μ′
t

μt
G̃A

zy(ρ, z′|z) (4.6.30)

Therefore, the Green’s functions required are G̃A
xx, G̃A

zz , G̃
A
zx, G̃A

zy, and G̃φ. Also, G̃A
zx and

G̃A
zy have the same kernels so that a total of four Green’s functions are required to evaluate.

4.7 Transmission-Line Green’s Functions

In the above, we have shown that the problem of finding the spectrum Green’s function for
multilayered dielectric structures may reduce to that of finding the Green’s function for the
transmission line. The formulation developed so far is for an unspecified stratification, since
no assumption has been made regarding the z dependance of the media parameters. We
now specialize it to the case of a multilayered medium with piecewise-constant parameters.
The parameters pertaining to layer n with boundaries at zn and zn+1 are distinguished by
subscript n. The transmission line analog of the layered medium consists of a cascade con-
nection of uniform transmission line sections, where section n with terminals at zn and zn+1

has propagation constant γp
n

and characteristic admittance Y p
n . To find the transmission-line

Green’s functions (TLGFs), we excite the transmission line network by unit-strength voltage
and current sources at z′ in section m and compute the voltage and current at z in section
n. Hence, the primed media parameters are assumed to be the values pertaining to layer m,
while the unprimed ones are those of layer n. In the original problems, the real sources will
always be the electric current sources. In cases when the equivalence principle is used, the
magnetic currents will be introduced[18]. The magnetic current density is actually the tan-
gential electric field. It should be noticed that although in dealing with the slot or aperture
problems, the electric fields in the equation may be removed from the left side to the right
side, that is, the source side by the inverse operation of the matrix, however, the electric field
should never be considered as the magnetic current density. The only case to introduce the
magnetic current is the application of the equivalence principle. Figure 4.4(a) shows the fields

Horizontal
electric
dipole

Vertical
magnetic

dipole

(a) Parallel current source (b) Series voltage source

Vertical
electric
dipole

Horizontal
magnetic

dipole
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J
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k
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V
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V2

I1

I2

E1H1

H2
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H2

H1 ×
×
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+−

Figure 4.4 Two kinds of sources.
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produced by the horizontal electric current or vertical magnetic current. The tangential
electric fields are continuous but the tangential magnetic fields are not. The source, therefore,
behaves like a parallel current source. Similarly in the case of Figure 4.4(b) according to
the field analysis, the source behaves like a series voltage source.

4.7.1 Parallel Current Source

In the analysis of a transmission line circuit, only one formula is enough, that is

T = Inc. + Ref. (4.7.1)

where T denotes the total wave, Inc. and Ref. denote the incident wave and reflected wave
respectively. If we take the incident wave to be Vinc and take the source layer as the reference
of the phase, then from (4.7.1) and Figure 4.5, we have

Vi,00 =Vinc

(
1 + Γe−2γ1h1

)
=Vinc

(
1 +

Y1 − Yu1

Y1 + Yu1
e−2γ1h1

)
(4.7.2)

Vi,10 =Vince
−γ1h1(1 + Γ)

=Vince
−γ1h1

2Y1

Y1 + Yu1
(4.7.3)

Vi,10

Yu1

Y1

Vi,00

h1

i = 1A
0

1

γ 1

Figure 4.5 Parallel current source.

where Vi,00 is the voltage at layer 0 due to the current source at layer 0, Vi,10 is the voltage at
layer 1 due to the current source at layer 0, Γ is the voltage reflection coefficient at reference
plane 1, Yu1 is the load admittance on the upper side, Y1 and γ1 are the characteristic
admittance and propagation constant respectively. The superscript p (p represent e or h) is
omitted here and hereafter. After a simple derivation, we have

Vi,10

Vi,00
=

Y1/ sinh γ1h1

Yu1 + Y1 coth γ1h1
(4.7.4)

This formula gives the relationship of the voltages between the adjacent layers. This is
called the voltage translation formula which translates the voltage from one layer to the
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other. The load admittance Yu1 could be the input admittance, of the next cascade section,
for example the section with parameters Y2, γ2, h2 and load admittance Yu2. The formula
of input admittance Yu1 can be derived by using (4.7.1) or found from the textbook [19] as

Yu1 = Y2
Y2 + Yu2 coth γ2h2

Yu2 + Y2 coth γ2h2
(4.7.5)

For the special case when Yu2 = ∞

Yu1 = Y2 coth γ2h2 (4.7.6)

Similar to (4.7.4), we have
Vi,21

Vi,11
=

Y2/ sinh γ2h2

Yu2 + Y2 coth γ2h2
(4.7.7)

The meaning of the notations is similar to that in (4.7.4).
If the source I is located at 0 layer, the cascade of these two sections corresponds to the

multiplication of both sides of (4.7.4) and (4.7.7). Assigning Vi,10 = Vi,11, Vi,21 = Vi,20, this
results in

Vi,20

Vi,00
=

Y1/ sinh γ1h1

Yu1 + Y1 coth γ1h1
· Y2/ sinh γ2h2

Yu2 + Y2 coth γ2h2
(4.7.8)

(4.7.8) is also a voltage translation formula. For unit current source, i = 1A, therefore

Vi,00 =
1

Yu0 + Yd0
(4.7.9)

and (4.7.8) becomes

Vi,20 =
1

Yu0 + Yd0
· Y1/ sinh γ1h1

Yu1 + Y1 coth γ1h1
· Y2/ sinh γ2h2

Yu2 + Y2 coth γ2h2
(4.7.10)

where Yu0 and Yd0 are input admittances at 0 layer looking up (field layer side) and looking
down respectively.

In the general case, the source coordinate is located at mth layer, field coordinate is
located at nth layer (n � m) and there are N + 1 sections between these two layers, the
voltage at n due to the source at m is Vi,nm and we have

Vi,nm =
1

Yum + Ydm

N+1∏
j=1

Yj/ sinh γjhj

Yuj + Yj coth γjhj
(4.7.11)

where the subscript u and d have the same meaning as those in (4.7.10). From (4.7.11) we
can find the voltage anywhere due to the parallel unit current source. If the source and field
coordinate are located at the same layer m, then in (4.7.11) we just keep one term with the
index m in the product and set hm to be zero, we have

Vi,mm =
1

Yum + Ydm
(4.7.12)

To find the current Ii,nm at n due to the source I at m, we may follow the same procedure
as above. Alternatively, we can obtain the formula directly from (4.7.11) by noticing that

Ii,nm = YunVi,nm (4.7.13)
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Substituting (4.7.11) into (4.7.13) yields

Ii,nm =
Yun

Yum + Ydm

N+1∏
j=1

Yj/ sinh γjhj

Yuj + Yj coth γjhj
(4.7.14)

From (4.7.14) we may find the current anywhere, due to the parallel unit current source. If
the source and field coordinates are located at the same layer m, then in (4.7.14) we just
keep one term with the index m in the product and set hm to be zero, and we have

Ii,mm =
Yum

Yum + Ydm
(4.7.15)

4.7.2 Series Voltage Source

For the series voltage source shown in Figure 4.6, we have

Iv,10 =
Yu0Yd0

Yu0 + Yd0
(4.7.16)

Vv,00 =
Iv,10

Yu0
=

Yd0

Yu0 + Yd0
(4.7.17)

0

1

V = 1V

 Vv,00

Iv,10
Y1

Yu1

Vv,10

h1

γ 1

+
−

Figure 4.6 Series voltage source.

where the subscript u and d have the same meaning as those in (4.7.10). Comparing (4.7.17)
with (4.7.9), and from (4.7.11), we have

Vv,nm =
Ydm

Yum + Ydm

N+1∏
j=1

Yj/ sinh γjhj

Yuj + Yj coth γjhj
(4.7.18)

If the source and field coordinates are located at the same layer m, similar to (4.7.12), we
have

Vv,mm =
Ydm

Yum + Ydm
(4.7.19)

Noticing that
Iv,nm = YunVv,nm (4.7.20)
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we have

Iv,nm =
YdmYun

Yum + Ydm

N+1∏
j=1

Yj/ sinhγjhj

Yuj + Yj coth γjhj
(4.7.21)

If the source and field coordinates are located at the same layer m, similar to (4.7.15), we
have

Iv,mm =
YdmYum

Yum + Ydm
(4.7.22)

Formulas (4.7.11), (4.7.14), (4.7.18) and (4.7.21) are the TLGFs that are enough to deal
with any transmission line problems. Especially, it is very convenient to apply them to
finding the spectral Green’s functions associated with problems with multi-layer media.

4.7.3 Example

Consider the microstrip substrate with thickness d, parameters ε = εrε0 and μ0. The
unit electric dipole is located at z′ = 0 and directed along x (see Figure 4.7). To find the
spectral mixed potentials for solving planar problem, assume γ = jkz. In our case, we may
neglect the superscript p on kz in (4.4.25), because νe = νh = 1.

Ground Plane

1

2
x

z

d (ε r , μ r)

(ε 0 , μ 0)

Figure 4.7 Microstrip substrate.

Solution: In this case, the source is the horizontal electric current. Consequently, Vv = 0,
Iv = 0 and C̃φ = 0. In addition, for the planar problem, G̃A

zx is not involved. Therefore,
only G̃A

xx = V h
i /jωμ0 and G̃φ = jωε0(V e

i − V h
i )/k2

ρ are to be found.
According to (4.7.6) and (4.7.12), let γ1 = jkz1, γ2 = jkz2 = jkz0, we have

V h
i =

1
Y h

u + Y h
d

=
1

γ2

jωμ0

+
γ1

jωμ0

coth γ1d

=
jωμ0

De
(4.7.23)

where De = kz1 cotkz1d + jkz0, kz0/ωμ0 or kz1/ωμ0 is the characteristic admittance for
h(TE) wave and

V e
i =

1
jωε0

γ2

+
jωεrε0

γ1

coth γ1d
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=−kz1kz0 tankz1d

ωε0Dm
(4.7.24)

where Dm = −kz1 tankz1d + jεrkz0, ωε0/kz0 or ωεrε0/kz1 is the characteristic admittance
for e(TM) wave. Finally, we have

G̃A

xx =
V h

i

jωμ0

=
1

De
(4.7.25)

G̃φ =
jωε0

k2
ρ

(V e
i − V h

i )

=
Dmk2

0 − jDekz1kz0 tankz1d

DmDek2
ρ

(4.7.26)

V h
i and V c

i may also be expressed in terms of voltage reflection coefficient R or voltage
transmission coefficient T = 1 + R. In this example, according to the transmission line
theory Yd = Y0(1 − R)/(1 + R), so

Vi =
1

Y0 + Y0(1 − R)/(1 + R)

=
1 + R

2Y0
=

T

2Y0
(4.7.27)

where R is the voltage reflection coefficient at z = 0+ looking down, and Y0 is the charac-
teristic admittance in free space. For h wave, Y h

0 = kz0/ωμ0,

V h
i =

1 + Rh

2Y h
0

=
ωμ0(1 + Rh)

2kz0
=

ωμ0T
h

2kz0
(4.7.28)

For e wave, Y e
0 = ωε0/kz0, and

V e
i =

1 + Re

2Y e
0

=
kz0(1 + Re)

2ωε0

=
kz0T

e

2ωε0

(4.7.29)

More generally, if the source and field coordinates are at z′ �= 0, and z > z′, (4.7.28) and
(4.7.29) may be modified as

V h
i =

ωμ0

2kz0

[
e−jkz0(z−z′) + Rhe−jkz0(z+z′)

]
(4.7.30)

V e
i =

kz0

2ωε0

[
e−jkz0(z−z′) + Ree−jkz0(z+z′)

]
(4.7.31)

Instead of using immittance (impedance or admittance), Rh, Re may also be obtained by
using wave matrix technique[20] or many others, such as that introduced in [9]. All the
methods are equivalent to each other. From the author’s teaching experience, the method
introduced in this book is more accessible. The results for Rh and Re from any of the
methods are

Rp =
rp − e−j2kz1d

1 − rpe−j2kz1d
(4.7.32)

where γ1 = jkz1, p stands for e or h and

rh =
kz0 − kz1

kz0 + kz1
(4.7.33)

re =
kz1 − εrkz0

kz1 + εrkz0
(4.7.34)
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It is seen from (4.7.29), (4.7.31) that T e is a function of exp(−jkz0z), thus we may write

∂T e

∂z
= −jkz0T

e (4.7.35)

Consequently (4.7.29) becomes

Vi
e =

j

2ωε0

∂T e

∂z
(4.7.36)

Using the formulas (4.7.28) and (4.7.36), G̃A
xx and G̃φ in (4.7.25) and (4.7.26) may have

other forms which also appear in some literatures

G̃A

xx =
1

2jkz0
T h (4.7.37)

G̃φ =
jωε0

k2
ρ

(
j

2ωε0

∂T e

∂z
− ωμ0

2kz0
T h

)

=− 1
2k2

ρ

∂T e

∂z
− jk2

0

2k2
ρkz0

T h

=− 1
2k2

ρ

∂T e

∂z
− j

k2
ρ + k2

z0

2k2
ρkz0

T h

=
−j

2kz0

[
T h +

k2
z0

k2
ρ

(
T h +

1
jkz0

∂T e

∂z

)]
(4.7.38)

This example is also useful in deriving the higher order impedance boundary condition
(HOIBC)[47, 48] used in solving electromagnetic scattering or radiation problems of coated
objects. For the same structure as is shown in Figure 4.7, considering a two-dimensional
scattering problem and assuming ky = 0 or k2

x = k2
ρ, we may find the Green’s function in

spectrum domain, that is the relationship between tangential electric field and magnetic
field. For example, we derive the relationship between Ẽx and H̃y. Actually, from the
equivalence principle, H̃y is the source J̃x, so we have

Zxy =
Ẽx

H̃y

=
Ẽx

J̃x

= G̃EJ

xx (4.7.39)

From (4.5.19), we have

Zxy = −V e
i

k2
x

k2
ρ

= −V e
i (4.7.40)

Notice that in this case the sources are the plane wave spectra propagating along one di-
rection, not like those in the example which is to solve the spectrum Green’s function for
current source propagating along both directions. Therefore in using (4.7.23), Y h

u should be
set to zero. Finally we have

Zxy = − γ1

jωεrε0
tanh γ1d = −j

kz1

ωεrε0
tan kz1d (4.7.41)

This impedance is approximated as ratios of polynomials in the transform variable kx as
follows

Zxy(kx) ≈ −c3 + c5k
2
x

1 + c2k2
x

(4.7.42)
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The coefficients are determined by matching the impedances exactly at kx = 0, kx = k0/2,
kx = k0. Using an elementary property of the Fourier transform

∂nf(y)
∂yn

→ (−j)nkn
y f̃(ky) (4.7.43)

The approximate spatial domain boundary condition for ∂/∂y = 0 is finally obtained as

(
1 − c1

∂2

∂x2

)
Ex(x, y) =

(
−c3 + c5

∂2

∂x2

)
Hy(x, y) (4.7.44)

Following a similar procedure, we may establish the relationship between Ey and Hx.

4.8 Introduction to Complex Integration Techniques

After the spectral dyadic Green’s functions are found, in order to return back to the spatial
domain, we have to go through the integration of Sommerfeld integrals. The computation
of these integrals is a difficult task because of the oscillatory and divergent behavior of the
integrands and the occurrence of singularities in the complex kρ plane. There are two kinds
of singularities, the branch points and the poles. To properly deal with the singularities is
the key to the success of computing the Sommerfeld integrals.

4.8.1 Branch Points and Branch Cuts

From 4.7 it is seen that the integrand in Sommerfeld integral contains the term e−jkzz. In
general, consider the integral ∫

f̃(kρ)e−jkzzdkρ (4.8.1)

where kz =
√

k2 − k2
ρ and k2 = ω2εμ. This raises the question of whether we should take

kz =
√

k2 − k2
ρ or −

√
k2 − k2

ρ. To have a clear picture of the branch point, first we consider

a real function[21]

y2 = x (4.8.2)

For a given value of x, there are two values of y : y1 =
+
√

x and y2 = −√
x as shown in Figure 4.8. We may

call y1 the first branch, and y2 the second branch. The
point where these two branches meet is called the branch
point. By using these two branches y1 and y2, we can
keep the different branches apart so that we know ex-
actly which branch we are dealing with. Secondly, we
consider a more general complex function W of complex
variable h for an example

W =
√

h (4.8.3)

where we use polar coordinates, h = rejθ and thus

W1 = r1/2ej(θ/2)

y

x

y1=√x

y2=−√x

−

−

Figure 4.8 Two branches.
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But this is not the only value of W . In the h plane, we can go around the origin and thus
add 2π to θ without changing the value of h: h = rejθ = rej(θ+2π). But this second form of
h gives a different value of W

W2 = r1/2ej(θ/2+π) = −W1

If another 2π is added to θ, W will go back to W1. Therefore, for a given h, there are two
W ’s : W1 and W2. We note that to transfer from W1 to W2, we must go around the origin
once in the h plane. The origin in this example is the branch point.

To describe this situation more clearly and to tell which of these two values W1 and W2,
we are dealing with, we introduce the idea of the branch cut. In the h plane, we imagine
a cut extending from the branch point h = 0 to infinity. We say that as long as we do not
cross the branch cut, we are on the first branch (the first or top sheet of Riemann surface)
and the value of the function is W1. To get W2, we must cross the branch cut. The branch
cut can be drawn in any direction from the origin, and it needs not be a straight line. For
convenience, we normally choose a cut along the negative real axis as shown in Figure 4.9(a).
According to this choice of the branch cut, we define

√
h =

⎧⎪⎨
⎪⎩

W1, −π < θ < π

W2, π < θ < 3π

W1, 3π < θ < 5π

This situation is pictured in the two Riemann sheets in Figure 4.9. The top sheet represents

Figure 4.9 Illustration of Riemann surface and branch cut.
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W1 and the bottom sheet W2. These two sheets are put together at the branch cut, indicating
that when we cross the branch cut, W2 must be used. As the branch cut is crossed the second
time, we go back to the top sheet of Riemann surface and obtain W1. The two-sheeted
Riemann surface cannot be constructed from physical sheets of paper without allowing
intersections. The two sheets are only joined in the sense indicated by the double arrows as
shown in Figure 4.9(b)[22]. The lower bank of the top sheet S1 and the upper bank of the
bottom sheet S1 are stuck to each other. The lower bank of the bottom sheet S2 and the
upper bank of the top sheet S0 are also stuck to each other. Of course it is impossible to
do that in three-dimensional space. It is mathematically reasonable to imagine that the two
points on different banks with the same coordinates as one point. We may also see that the
cut through from S0 to S2 does not change the sign of W. For other multivalued functions,
such as W = lnh, there will be infinite sheets of Riemann surface.

Now consider kz =
√

k2 − k2
ρ. We note that there are two branch points kρ = +k and

−k. To assure a unique specification of integrands in the complex kρ plane, it is necessary
to discuss in detail the analytic properties of the square-root function kz(kρ)[24]. When kρ

is real and |kρ| < k and k being assumed real for the moment, the guided wave along z is
propagating and hence the propagation constant kz is real and positive, consistent with a
positive modal characteristic impendence [see Eqs. (4.4.26), (4.4.27)]. Thus we require a
definition of kz(kρ) such that

√
k2 − k2

ρ > 0, −k < kρ < k (4.8.4)

To ensure that integrands remain bounded as |kz(kρ)||z−z′| → ∞, it is necessary to impose
restrictions on the imaginary part of kz . For the time dependence exp(jωt), the required
restriction for real kρ is kz = −j|kz| (i.e., Im kz < 0 when |kρ| > k). This requirement, and
also (4.8.4), follows from the radiation condition, which demands that the energy radiated
by the source to distant observation points is bounded and outgoing. If kρ is allowed to
be complex, the condition Im kz < 0 will be imposed for all permitted complex values of
kz. The analytic continuation of kρ from real to complex values is required for subsequent
deformation of the integration contours.

To make the definition of the double-valued function kz(kρ) unique, a two-sheeted complex
kρ plane is necessary, with branch cuts providing a means of passing from one Riemann sheet
to the other. The choice of branch cuts is arbitrary but determines the disposition of those
regions of the complex kρ plane in which Im kz < 0, or Im kz > 0. In the following, we are
going to discuss the most important choice. Let us define

k − kρ = |k − kρ|ejα, k + kρ = |k + kρ|ejβ , α, β are real (4.8.5)

with the angles α and β selected as in Figure 4.10 so as to make α=0 and β=0 when kρ is
real and |kρ| < k on the top sheet. Hence,

√
k2 − k2

ρ =
∣∣∣√k2 − k2

ρ

∣∣∣ ej(α+β)/2 (4.8.6)

where we have chosen the positive sign of the square root. To satisfy condition (4.8.4), it is
required that

α + β = 0, −k < kρ < k (4.8.7)

With the angles α and β defined as in Figure 4.10, it is evident that condition (4.8.7) is met
for α = β = 0 when −k < kρ < k.
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−k k

β

kρ i

k+kρ

kρ

k−kρ

kρ r

α

Figure 4.10 Complex kρ plane (without loss).

In the above discussion, k was assumed to be real. Since all physical media have some loss,
it is also relevant to treat the case of a lossy dielectric with an assumed time dependence
exp(jωt) and ε = εr − jσ/ω, where σ is the conductivity of medium. Correspondingly
k = ω

√
με has a negative imaginary part, that is, k = kr + jki and ki < 0. Now we

determine the branch cut according to the condition Rekz = 0 or Im kz = 0. From Figure
4.11, we have

tanα =
ki − kρi

kr − kρr
, tan β =

ki + kρi

kr + kρr
, kr > 0, ki < 0 (4.8.8)

−k
β

k

k+kρ

k−kρ

kρ

kρ r

α

kρ i

Figure 4.11 Complex kρ plane (with loss).

We also have

kz =
∣∣∣√k2 − k2

ρ

∣∣∣ [cos
(

α + β

2

)
+ j sin

(
α + β

2

)]
(4.8.9)

We want to find the contour on which Re kz or Im kz vanishes. From (4.8.9), it is seen
that these contours are determined by enforcing α + β = 0,±2π, · · · for Im kz = 0 and
α + β = ±π,±3π, · · · , for Re kz=0. Since

tan(α + β) =
tanα + tanβ

1 − tan α tan β
= 0 (4.8.10)

One finds from (4.8.8), (4.8.10) that both Re kz=0 and Im kz=0 along the hyperbolas

kρrkρi = krki (4.8.11)
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where kρr, kr and kρi, ki denote the real and imaginary parts, respectively, of kρ and k. It
is easy to verify that Re kz=0 on those portions of the curves for which |kρr | > kr, and for
which Im kz=0 for |kρr | < kr. The corresponding behavior of kz in the complex kρ plane is
shown in Figure 4.12(a), (b) for ki < 0.

kρ i

kρ r

Im k z = 0

α
k+kρ

k−kρβ
−k

Re k z = 0

Im k z = 0

k

Re k z = 0

(a) Branch cut Im (k z) = 0;
Re (k z) > 0 in unshaded region;

Im (k z) < 0 on entire top sheet
Re (k z) < 0 in shaded region;

kρ i

Im k z = 0

α
k+kρ

k−kρβ

−k

Re k z = 0

Im k z = 0

k

Re k z = 0

kρ r

(b) Branch cut Re (k z) = 0;
Im (k z) < 0 in unshaded region;

Re (k z) > 0 on entire top sheet
Im (k z) > 0 in shaded region;

Figure 4.12 Analytic properties of
√

k2 − k2
ρ.

A simple rule may be stated for the assignment of the algebra signs of Rekz and Im kz in
various portions of the complex kρ plane. It follows from the recognition that sign changes in
Re kz or Im kz can occur only when kρ crosses the contours Re kz=0 or Im kz=0, respectively.
Thus for example, if branch cuts are chosen along the contours Im kz=0, the sign of Im kz is
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constant on either the top sheet or the bottom sheet, since the crossing of the Im kz=0 curve
leads from one sheet to the other. It then suffices to specify Re kz and Im kz simultaneously
at a single point on the top sheet, for example at kρ=0, since one may then deduce the sign
alternations in Re kz from the crossing of the Re kz=0 contours. In this manner, one may
arrive at the designation of Figure 4.12(a). If the branch cut is chosen along the contours
Re kz = 0, similarly we may have Figure 4.12(b).

For multilayered structure, the spectral domain Green’s functions, the integrands of the
Sommerfeld integrals may be expressed in terms of V and I that are given in Section 4.7.
For a microstrip substrate, V h

i and V e
i are given in (4.7.23) and (4.7.24). Let γ = jkz,

it is seen from (4.7.23) and (4.7.24) that the functional dependence of V h
i and V e

i is odd
for kz2 in region 2 and is even for kz1 in region 1. Consequently, in region 2 there is a
double-valued problem for kz2. Region 2 is a semi-infinite region, the choice of the sign for
kz2 should ensure right phase dependence and convergence when z → ∞. Therefore ±k2 are
the branch points which are related to the contribution of radiation. In region 1, there is no
double-valued problem for kz1. This is in accordance with the fact that in this region waves
bounce forth and back resulting in the arbitrary choice of the sign for kz1 and the appearance
of the poles as seen from (4.7.23) and (4.7.24). The poles are related to the possible residue
contribution and will be discussed in Section 4.8.2. The number of branch point pairs is
equal to that of the semiinfinite regions. For the structure of microstrip substrate shown in
Figure 4.7, this number is one. This structure may be alternatively analyzed by dividing
the original problem into a series of half space problems based upon the multi-bouncing. In
the equivalent problem, the branch points exist in each half space problem.

In the Sommerfeld integrals, there will be a Hankel function in the integrand with the
branch point kρ = 0 associated with

√
kρ. It must be noted that an additional branch cut

does not actually exist in the kρ plane located on the negative real axis. As we will see later
it is always possible not to cross this cut and the unique value of

√
kρ is guaranteed.

4.8.2 Poles

We still use the example in Figure 4.7 to analyze the poles. In (4.7.23), there will be poles
for TE modes when

De = γ1 coth γ1d + γ2 = 0 (4.8.12)

If γ = jkz, we have
jkz1(−j cot kz1d) + jkz2 = 0 (4.8.13)

Letting kz2 = −jp, p is real and larger than zero for the requirement of top Riemann sheet
and

kz1 cot kz1d = −p (4.8.14)

Together with the relation obtained by equating the two expressions for k2
ρ

k2
z1 + p2 = k2

0 (εr − 1) (4.8.15)

a solution for d and p can be found. A solution may readily be obtained by graphical means.
For this purpose it is convenient to rewrite (4.8.14), (4.8.15) as follows

kz1d cotkz1d = −pd (4.8.16)

(kz1d)2 + (pd)2 = (k0d)2(εr − 1) (4.8.17)

In this later form the equations are independent of frequency, provided the ratio of thickness
d to free space wavelength λ0 is kept constant.
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Eqn. (4.8.16) determines one relation between kz1d and pd, which may be plotted on a
kzd and pd plane. The other equation, (4.8.17), is a circle of radius (εr − 1)1/2k0d in the
same plane. A typical plot is given in Figure 4.13. The points of intersection between the
two curves such as point A, determine the eigenvalues kz1 and p. From the typical plot in
Figure 4.13, the number Nh of the poles for p > 0 may be determined by

Nh =

⎧⎪⎨
⎪⎩

0, a <
π

2

n,

(
n − 1

2

)
π < a <

(
n +

1
2

)
π, n = 1, 2, · · ·

(4.8.18)

pd

O

A

B

C

π−2
π  3π

2
2π k z1d

Figure 4.13 Graphical solution for eigenvalues for TE modes.

where a = k0d
√

εr − 1. The pole exists only if a is greater than π/2, that is d > π/2k0

√
εr − 1.

As k0d increases, the number of the poles continually increases. It can be proved that the
real part of p is always negative for complex roots. The poles B, C, in Figure 4.13 are also
with negative p. All these poles with negative real part of p are located on the bottom
Reimann sheet, it is also called the improper sheet, and their contributions will be discussed
later.

The solution for the TM modes is in the same form as that for the TE modes. In the TM
case, (4.8.16) should be replaced by

εrpd = kz1d tan kz1d (4.8.19)

Combined with (4.8.17), a similar graphical solution may be used. A typical plot is given in
Figure 4.14. The points of intersection between the curves, such as point A, determine the
eigenvalues kz1 and p. Other discussions are similar to those for TE case.

An interesting property of the modes may be deduced from the graphical solution given
in Figure 4.14. The two sets of curves will always have at least one point of intersection,
even for d/λ0 approaching zero. Hence the mode has no low-frequency cutoff.
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pd

O k z1dππ
2

A

−

Figure 4.14 Graphical solution for eigenvalues for TM modes.

4.8.3 Integration Paths

Consider the following complex integral

M =
∫ ∞

−∞
M̃ H(2)

0 (kρρ)e−jkρrρekρiρe−jkzzdkρ (4.8.20)

where kz =
√

k2 − k2
ρ and the integrand possesses both the pole and the branch-point

singularities in the complex kρ plane. A typical integration path is shown in Figure 4.15,
wherein the branch-point singularities at 0, and ±k and the pole singularities at ±p have
been slightly displaced from the real axis to signify the presence of small loss. In the lossless
limit, the required indentations of the integration path around the singularities are thereby
evident and are shown on the left top of Figure 4.15. The branch point at the origin arises
from the Hankel function in (4.8.20). The corresponding branch cut may be chosen as the
negative kρr and is denoted by BH. Branch cuts for ±k have been drawn so that Im kz

is negative on the entire top sheet of the multisheeted Riemann surface (see Figure 4.12)
and are denoted by F. The original path from −∞ to ∞ parallel to kρr axis is C0 which
is slightly below the negative kρr axis on left side and slightly above the positive kρr axis
on right side. Therefore C0 never touches BH and the branch point kρ = 0 is actually
unnecessary to consider. To ensure the convergence of exp(kρiρ) in (4.8.20), the contour of
integration should be enclosed on the lower half kρ plane by CR at the infinity. In order not
to intercept the branch cut F, it should be surrounded by appropriate contour Cbf which is
in close conformity with F as is shown in Figure 4.15. The integration contour Cbf is along
the opposite direction on two sides of F. However, due to the crossing of Rekz = 0, the sign
of Re kz is different, resulting in the contribution of the branch cut F, which is related to
the radiation part of the solution.

In order to guarantee the convergence, that is,
∫

CR

= 0 and from the residue theorem, we

have
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× ×

× p

kρ i

kρ r

kρ iF

× p

−k

OBH

C0

C1

C0

C1

R ∞

F
CR

Cbf

k
Im k z = 0 Re k z = 0

kρ r

Figure 4.15 Branch cuts and integration paths.

∫
C0

+
∫

CR

+
∫

Cbf

=
∫

C0

+
∫

Cbf

= −2πj · Res

or ∫
C0

=

(
−
∫

Cbf

)
− 2πj · Res

where Res denotes the residue due to the pole p. If there are multiple poles, Res should be
replaced by

∑
Res.

C1 in Figure 4.15 is a possible deformed path. In this case, there is no pole between C1

and C0, thus
∫

C1
=
∫

C0
. We may write

∫
C0

=
∫

C1

=

(
−
∫

Cbf

)
− 2πj

∑
Res (4.8.21)

(4.8.21) indicates that
∫

C0
or
∫

C1
incorporates all the contributions from branch cuts and

poles.
The hyperbolic branch cuts F may be used to identify the sign of both Im kz and Re kz ;

these cuts are called the fundamental cuts or Sommerfeld cuts. The alternative cuts are
straight line cuts S1 which are in parallel with kρi axis, as is shown in Figure 4.16. It is
seen that contour Cbs intercepts the branch cut F after turning around the branch point
k. Therefore, the left side of Cbs is located on the bottom Reimann sheet. However, for
this specific case, where point A moves to point B along Cbs and R → ∞, α + β = −2π,
it means that Im kz = 0 when kρ → ∞ and the convergence at the infinity is ensured as
well. For an arbitrary straight line from k such as S2, when point C approaches to infinity,
α + β �= 0,±2π, · · · and Im kz > 0. Obviously this straight line may not serve as a branch
cut.
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Figure 4.16 Alternative branch cuts and integration path.

Now we are going to describe the situation in which the fundamental branch cut is crossed
twice, that is, the integration path is temporarily located on the bottom Reimann sheet.
The convergence is ensured because the path finally returns back to the top Reimann sheet
before approaching infinity. We have to examine whether the integration in this case is
equivalent to that without crossing. Consider the two segments A and B of the total path
as is shown in Figure 4.17. It is to prove that the integration results from segment A and
segment B are equal. Both segment B and segment B′ are located on the bottom Reimann
sheet. In the case where there are no poles between B and B′, so B and B′ are equivalent in
integration, it is assumed that A and B′ are close to branch cut F , therefore the imaginary
parts of kz on A and B′ approach zero and the real parts of kz are not only equal in
magnitude, but also have the same sign due to no crossing of Re kz = 0. It is evident that A

kρ i

k

A

F

B

B′

Im k z = 0

Re k z = 0

kρ r

Figure 4.17 Two paths with and without crossing the branch cut.
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and B are equivalent in integration.
It is clear from the above discussion that the choice of branch cut and integration path are

wholly arbitrary as long as the unique value is determined on the physical base, that is, the
right phase dependence required and the convergence. If there is no convergence problem,
for example in the half space problem, in which case the observation point is located in the
upper region,we may choose Re kz1 = 0 as the branch cut, where kz1 =

√
k2
1 − k2

ρ, k1 is the

wavenumber of the lower region[11].
In addition to the kρ integration plane, there are other integration planes in the literature,

for example, λ plane (λ = kρ/k0), kz0 plane
(
kz0 =

√
k2

0 − k2
ρ

)
, kz1 plane

(
kz1 =

√
k2
1 − k2

ρ

)
,

u0 plane (u0 = jkz0/k0), u1 plane (u1 = jkz1/k0) and θ plane (kρ = k0 sin(θr + jθi)).
The last θ plane needs more explanation. The transform kρ = k0 sin θ makes kz =√
k2

0 − k2
ρ = 0 a regular point in θ plane. The transcendental function sin θ is single-valued.

From its periodicity property sin(θ + 2nπ) = sin θ, n = ±1,±2, · · ·, it is evident that a
multiplicity of θ values correspond to the same value of kρ. Thus, the entire kρ plane can be
mapped into various adjacent sections of “width” 2π in the θ plane. The inverse function
sin−1(kρ/k0) in the kρ plane is multi-valued, implying the existence of branch points in that
plane. The correspondence between the kρ plane and the θ plane is defined by

kρ =kρr + jkρi

=k0 sin(θr + jθi)

=k0 sin θr cosh θi + jk0 cos θr sinh θi (4.8.22)

For example kρ = −∞ corresponds to θr = −π/2, θi = ±∞; kρ = +∞ corresponds to
θr = π/2, θi = ±∞ and so on. The mapping from the complex kρ plane to the complex θ

plane is shown in Figure 4.18 assuming that there are two pairs of branch points ±k0 and
±k1, where T and B denote the top and bottom sheet respectively. The identification of T
or B may be simply carried out according to

k0z =k0 cos(θr + jθi)

=k0 cos θr cosh θi − jk0 sin θr sinh θi

kρ i

kρ r−k1 −k0 k0 k1O
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O

θ i

θ i
θ i

θ r θ r

−π

−π π

π

π π

π−

−
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−

3       2        1        4

2        3       4        1

(d)

O
2 2

θ rπ− −
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Figure 4.18 Mapping from the complex kρ plane to the complex θ plane, where the four quadrants 1,2,3,4

and the Reimann sheets are unwrapped. (a) kρ plane, (b) the corresponding segments on θ plane, (c) the

branch cuts due to the branch points ±k0 which refer to the solid line, dashed line and slashed line in (a),

(d) the branch cuts due to the branch points ±k1 which refers to the rippled line in (a).
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and

Im kz0 = −k0 sin θr sinh θi (4.8.23)

The top sheet T corresponds to sin θr sinh θi > 0 and the bottom sheet B corresponds to
sin θr sinh θi < 0.

Finally, it should be pointed out that when there are poles enclosed by the integration
path it is necessary to identify which Riemann sheet the poles are located on. Since the
phase of kzi is related to the choice of branch cut, the poles could be located on the top
Reimann sheet for one choice and located on the bottom Reimann sheet for the other choice.
There is no contradiction with the existence of a surface wave contribution. In fact, when
the poles are located on the bottom Riemann sheet, the contribution of the surface wave is
not caused by the residues but is implicit in the path integration[11].

4.9 Full Wave Discrete Image and Full Wave Analysis of Microstrip Antennas

Considering again the example in 4.7.3, according to (4.2.10), we have

GA

xx =
1
4π

∫ ∞

−∞
G̃A

xx H(2)
0 (kρρ)kρdkρ

=
1
4π

∫ ∞

−∞

V h
i

jωμ0

H(2)
0 (kρρ)kρdkρ (4.9.1)

Gφ =
1
4π

∫ ∞

−∞
G̃φ H(2)

0 (kρρ)kρdkρ

=
1
4π

∫ ∞

−∞

jωε0

k2
ρ

(V e
i − V h

i )H(2)
0 (kρρ)kρdkρ (4.9.2)

where
V h

i = jωμ0/DTE, V e
i = −jkz1kz0 tankz1d/(jωε0DTM)

DT E = kz1 cotkz1d + jkz0, DT M = −kz1 tan kz1d + jεrkz0

4.9.1 Extraction of Quasi-Static Images

Assume ω → 0 but not the case of direct current, that is the charges still oscillate and the
alternative currents exist. This case is referred to as the quasi-static. Under this approxi-
mation, kz1 = kz0, k0 ≈ 0 and we have

V h
i =

jωμ0

kz1 cotkz1d + jkz0

≈ ωμ0

(
1 − e−j2kz0d

)
2kz0

= V h
i,qs (4.9.3)

V e
i =

−jkz1kz0 tankz1d

jωε0(−kz1 tan kz1d + jεrkz0)

≈− kz0 tan kz0d

ωε0(− tan kz0d + jεr)

=
kz0

(
1 − e−j4kz0d

)
(1 + e−j2kz0d) ωε0 (1 + εr) (1 − Ke−j2kz0d)

= V e
i,qs (4.9.4)
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where K = (1 − εr)/(1 + εr), the subscript qs is used to denote quasi-static. Now we have

G̃A

xx,qs =
V h

i,qs

jωμ0

=
1

2jkz0

(
1 − e−j2kz0d

)
(4.9.5)

G̃φ
qs =

jωε0

k2
ρ

(
V e

i,qs − V h
i,qs

)

= jωε0

[
V e

i,qs

k2
ρ

− k2
z0 + k2

ρ

k2
0k2

ρ

V h
i,qs

]

=−jωε0

[
V h

i,qs

k2
0

+
(

k2
z0

k2
ρ

)(
V h

i,qs

k2
0

− V e
i,qs

k2
z0

)]

=−jωε0

[
V h

i,qs

k2
0

−
(

V h
i,qs

k2
0

− V e
i,qs

k2
z0

)]
(4.9.6)

where the approximation of k2
z0/k2

ρ = −1 is used. The application of (4.9.3) and (4.9.4)
yields

V h
i,qs

k2
0

− V e
i,qs

k2
z0

=
ωμ0

(
1 − e−j2kz0d

)
2k2

0kz0
− 1 − e−j4kz0d

(1 + e−j2kzod)ωε0 (1 + εr) (1 − Ke−j2kz0d) kz0

=
1 − e−j4kz0d

2ωε0kz0

[
1

1 + e−j2kz0d
− 2

(1 + εr)(1 + e−j2kz0d)(1 − Ke−j2kz0d)

]

=
1 − e−j4kz0d

2ωε0kz0
·
( −K

1 − Ke−j2kz0d

)

=
−1

2ωε0kz0
Rq,qs (4.9.7)

where

Rq,qs =
K
(
1 − e−j4kz0d

)
1 − Ke−j2kz0d

=K + K2e−j2kz0d + K(K2 − 1)e−j4kz0d + · · · (4.9.8)

Then (4.9.6) may be written as

G̃φ
qs =

1
2jkz0

[
1 − e−j2kz0d + Rq,qs

]
=

1
2jkz0

[
(1 + K) + (K2 − 1)e−j2kz0d + K(K2 − 1)e−j4kz0d + · · · ] (4.9.9)

Substituting (4.9.5) and (4.9.9) into (4.9.1) and (4.9.2) and making use of the Sommerfeld
identity in (4.2.12) result in

GA

xx,qs =
1
4π

(
e−jk0r0

r0
− e−jk0r1

r1

)
(4.9.10)

Gφ
qs =

1 + K

4πr0
e−jk0r0 +

K2 − 1
4πr1

e−jk0r1 +
K(K2 − 1)

4πr2
e−jk0r2 + · · · (4.9.11)
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where ri =
√

ρ2 + (z + 2id)2, i =0,1,2,· · · , d is the thickness of the microstrip substrate as
is shown in Figure 4.7.

From (4.6.24), it is seen that Gφ
qs is the potential produced by unit ∇′ · J. Notice that

∇′ · J = −∇ · J = jωρ, so the potential produced by unit q is then given by

φq =
1 + K

4πωε0r0
e−jk0r0 +

K2 − 1
4πωε0r1

e−jk0r1 +
K(K2 − 1)
4πωε0r2

e−jk0r2 + · · ·

=
1 + K

4πωε0

[
e−jk0r0

r0
− (1 − K)

∞∑
i=1

Ki−1 e−jk0ri

ri

]
(4.9.12)

If the unit source is assumed to be current I, according to the relationship between q and I:
q = I/jω, the potential φI produced by unit I is given as

φI =
1
jω

φq (4.9.13)

The same result was derived on purely physical bases in [25] and used for the dynamic
study of the microstrip line[26]. It is pointed out in [25] that the Faraday field related to
A is not affected by the dielectric interfaces, whereas the Coloumb field is affected by the
dielectric interfaces through an infinite number of images. From the viewpoint of spectral
domain analysis, this quasi-static model is a low frequency approximation of the full-wave
solution.

When εr is large, Gφ
qs in (4.9.11) is a slowly convergent series. For instance, if εr=12.9,

h/λ0=0.05, as many as 80 terms should be taken to ensure the convergence. In [27], a reduced
image model was presented, in which only four images are necessary. Such reduction is not
necessarily unique, a simpler alternative reduced image scheme is given below.

Expanding the Rq,qs of (4.9.8) in a Taylor series and taking only the two leading terms,
we have

Rq,qs ≈ K
(
1 − e−j4kz0d

) (
1 + Ke−j2kz0d

)
(4.9.14)

Corresponding to (4.9.14), the quasi-static Green’s function for the scalar potential should
be as follows

Gφ
qs =

1
4π

[
(1 + K)e−jk0r0

r0
+ (K2 − 1)

e−jk0r1

r1
− Ke−jk0r2

r2
− K2 e−jk0r3

r3

]
(4.9.15)

After extracting the quasi-static images, (4.9.1) and (4.9.2) may be rewritten as

GA

xx = GA

xx,qs +
1
4π

∫ ∞

−∞

(
G̃A

xx − G̃A

xx,qs

)
H(2)

0 (kρρ)kρdkρ (4.9.16)

Gφ = Gφ
qs +

1
4π

∫ ∞

−∞

(
G̃φ − G̃φ

qs

)
H(2)

0 (kρρ)kρdkρ (4.9.17)

Since the quasi-static fields are defined in the range in which the observation distance
is much smaller than the free-space wavelength (ρ 
 λ0), they correspond to kρ → ∞.
Therefore, the subtraction of these quasi-static terms G̃A

xx,qs and G̃φ
qs in spectral domain

makes the remaining integrands of (4.9.16) and (4.9.17) decay faster for large kρ.

4.9.2 Extraction of Surface Waves

The surface waves play a rather significant role as they are guided along the interface
without leaking energy. The corresponding pole singularities are located on the real axis of



4.9 Full Wave Discrete Image and Full Wave Analysis of Microstrip Antennas 147

the kρ plane. Even if the integration path is deformed such that it is not too close to these
poles’ singularities, their presence still affects the value of the integral for small values of kρ.

Since the surface-wave poles always occur in complex conjugate pairs, a typical pair can
be represented mathematically as

2kρp(Residue at kρp)
k2

ρ − k2
ρp

where kρp is the surface-wave pole. By subtracting these poles from the integrands of (4.9.16)
and (4.9.17), and analytically evaluating their contributions via the residue calculus tech-
nique, we can derive the following representation for the spatial domain Green’s functions
GA

xx and Gφ:

GA

xx = GA

xx,qs + GA

xx,sw +
1
4π

∫ ∞

−∞

1
2jkz0

F1(kρ)H(2)
0 (kρρ)kρdkρ (4.9.18)

Gφ = Gφ
qs + Gφ

sw +
1
4π

∫ ∞

−∞

1
2jkz0

F2(kρ)H(2)
0 (kρρ)kρdkρ (4.9.19)

where

1
2jkz0

F1(kρ) = G̃A

xx − G̃A

xx,qs − G̃A

xx,sw (4.9.20)

1
2jkz0

F2(kρ) = G̃φ − G̃φ
qs − G̃φ

sw (4.9.21)

GA

xx,sw =
1
4π

Nh∑
i=1

∫ ∞

−∞

2kρp(i)Res1(i)

k2
ρ − k2

ρp

H(2)
0 (kρρ)kρdkρ

=
1
4π

(−j2π)
Nh∑
i=1

kρp(i) H(2)
0

(
kρp(i)ρ

)
Res1(i) (4.9.22)

G̃A

xx,sw =
Nh∑
i=1

2kρp(i)Res1(i)

k2
ρ − k2

ρp(i)

(4.9.23)

Res1(i) = lim
kρ→kρp(i)

(
kρ − kρp(i)

) · G̃A

xx (4.9.24)

Gφ
sw =

1
4π

Ne∑
i=1

∫ ∞

−∞

2kρp(i)Res2(i)

k2
ρ − k2

ρp

H(2)
0 (kρρ)kρdkρ

=
1
4π

(−j2π)
Ne∑
i=1

kρp(i) H(2)
0

(
kρp(i)ρ

)
Res2(i) (4.9.25)

G̃φ
sw =

Ne∑
i=1

2kρp(i) · Res2(i)

k2
ρ − k2

ρp(i)

(4.9.26)

Res2(i) = lim
kρ→kρp(i)

(
kρ − kρp(i)

)
G̃φ (4.9.27)

where Nh and Ne denote the number of poles for TE modes and TM modes. In calculating
residues of (4.9.24) and (4.9.27), we may use the following theorem:
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lim
z→z0

(z − z0)
g(z)
h(z)

=Res

[
g(z)
h(z)

∣∣∣∣
z=z0

]
= lim

z→z0

g(z)
[h(z) − h(z0)] /(z − z0)

=
g(z0)
h′(z0)

(4.9.28)

where f(z) = g(z)/h(z) is a holomorphic function over a domain of definition, G̃ and h are
holomorphic functions in the same domain. h(z0) = 0 but h′(z0) �= 0.

Since the surface waves dominate in the range in which the observation distance is much
larger than the free-space wavelength (ρ � λ0), they correspond to the values of small kρ.
The subtraction of these surface wave terms G̃A

xx,sw and G̃φ
sw in spectral domain makes the

remaining integrands of (4.9.18) and (4.9.19) smooth to the values of small kρ.

4.9.3 Approximation for the Remaining Integrands

In this step F1(kρ) and F2(kρ) given in (4.9.20) and (4.9.21), respectively, are approximated
in terms of complex exponentials by Prony’s method[28, 29]. In order to be able to use the
Sommerfeld identity for the exponentials obtained from the approximations of F1(kρ) and
F2(kρ), these exponentials should be functions of kz0 which is generally a complex number.
In Figure 4.19(a) and Figure 4.19(b), we choose a finite path C1. Since Prony’s method

× ×

×

(a)

branch cut

pole

pole

B A
BO

O

kρ r

kρ i

−k 0

k 0

k 0

C 0

C 0

C1

C1

k z0f

k z0rA(t = 0)

(b)

k 0T 0 B (t = T0)

Figure 4.19 (a) The integration paths C0 and C1 on the kρ plane which is a mapping of kz plane

according to k2
ρ = k2

0 − k2
z , (b) The integration paths C0 and C1 on the kz0 plane.
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is applicable to complex functions with real variables, we need to transform the complex
variable kz0 into a real variable t by a parametric function defined as

C1 : kz0 = k0

[
−jt +

(
1 − t

T0

)]
, 0 � t � T0 (4.9.29)

which maps t ∈ [0, T0] into kz0 ∈ [k0,−jk0T0]. When t = T0, then kz0 = −jk0T0 and
kρ = k0

√
1 + T 2

0 . The choice of path is dependent upon the behavior of the integrands to
the approximated for large kρ. Both F1(kρ) and F2(kρ) are uniformly sampled along the
integration path C1, which corresponds to the real variable t, and approximated in terms of
exponentials of variable t, or kz0 as follows:

F1(kρ)=
N∑

i=1

aie
−bikz0 =

N∑
i=1

Aie
Bit (4.9.30)

F2(kρ)=
N∑

i=1

a′
ie

−b′ikz0 =
N∑

i=1

A′
ie

B′
it (4.9.31)

where
ai = Aie

BiT0/(1+jT0) , bi = Bi
T0

k0(1 + jT0)
(4.9.32)

and similarly for a′
i and b′i.

Substituting (4.9.30) and (4.9.31) into (4.9.18) and (4.9.19) and using the Sommerfeld
identity, we have

GA

xx =GA

xx,qs + GA

xx,sw + GA

xx,ci (4.9.33)

Gφ =Gφ
qs + Gφ

sw + Gφ
ci (4.9.34)

where

GA

xx,ci =
1
4π

N∑
i=1

ai
e−jk0ri

ri
(4.9.35)

Gφ
ci =

1
4π

N∑
i=1

a′
i

e−jk0r′
i

r′i
(4.9.36)

ri =
√

ρ2 + (z − jbi)2, r′i =
√

ρ2 + (z − jb′i)2 (4.9.37)

The subscript ci means complex image; ri and r′i are complex distances; and ai and a′
i are

complex amplitudes. Each term in (4.9.35) and (4.9.36) represents a complex image.
In Prony’s method, the required number of sampling points is at least twice the number

of exponentials to be used in the approximation. If the number of sample points is chosen
to be exactly twice the number of exponentials, the approximation will be exact only at the
sampling points, and there will be no guarantee that it would be accurate elsewhere. It is
therefore essential to take as many samples as necessary to ensure the capture of any rapid
variation of the function being sampled. Consequently, the number of sampling points is
usually taken to be much higher than twice the number of exponentials and prompts the
using of the least square Prony’s method proposed in [30].

To distinguish the full-wave continuous image method[31] from approximate discrete image
method[32] of the multilayer planar structures, this method is called the full-wave discrete
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image method or the complex image method (CIM), and the name discrete complex image
method (DCIM) is commonly used by most of the authors.

Like most inverse problems, the set of the image is nonunique. The nonuniqueness shows
up in the complex image method as unsteadiness of the image locations and amplitudes over
frequency. The nonuniqueness also points to the possibility of perfect steadiness by fixing the
images at real, instead of complex locations. These images are called the simulated images.
To satisfy the low-frequency asymptotes, the real locations of the images can be the first
few of the classical quasi-static images. With the location fixed, in spectral domain instead
of Prony’s method, the moment method matching is used to find the images’ amplitudes.
The amplitudes found are indeed smoothly varying functions of frequency[33]. The further
simplification of DCIM to arrive at formulas with insight from the Green’s functions is done
in [34]. The extension of DCIM to time domain has been developed in [35].

The DCIM introduced above can not be made fully robust and suitable for the develop-
ment of CAD software. This is because in general cases, it requires users first to investigate
the spectral domain behavior of the Green’s function and then to perform a few iterations
to find the best possible combination of the approximation. To circumvent these difficulties,
a two-level approximation scheme has been developed in conjunction with the use of the
generalized pencil of function (GPOF) method, which is superior to either Prony’s method
or least-square Prony’s method. In addition, in this new scheme, neither surface wave poles
nor the real images need to be extracted[36]. Now consider the general form of Sommerfeld
integral

G =
∫ ∞

−∞

1
2jkz

F (kρ)H(2)
0 (kρρ)kρdkρ (4.9.38)

where F (kρ) could be either F1(kρ) in (4.9.20) or F2(kρ) in (4.9.21). The parametric equa-
tions are defined as

C1 : kz = −jkt, T02 � t � T01 + T02 (4.9.39)

C2 : kz = k

[
−jt +

(
1 − t

T02

)]
, 0 � t � T02 (4.9.40)

According to the relationship k2
ρ = k2 − k2

z , C1, C2 in kz the plane may be mapped to the
kρ plane as shown in Figure 4.20. From (4.9.39), when t = T02, kz = −jkT02,

kρmax 2 =
√

k2 − k2
z = k

√
1 + T 2

02 (4.9.41)

or

T02 =
√

(kρmax 2/k)2 − 1 (4.9.42)

To choose T02, it is necessary to satisfy kρmax � km, where km is the maximum value of
the wavenumber involved in the problem to be analyzed. For example if the highest relative
dielectric constant εr = 12.5, then km =

√
12.5 k ≈ 3.5k, and T02 can be safely chosen to be

five. From (4.9.39), when t = T01 + T02, kz = −jk(T01 + T02),

kρmax 1 = k

√
1 + (T01 + T02)

2 (4.9.43)

or

T01 =
√

(kρmax 1/k)2 − 1 − T02 (4.9.44)
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Figure 4.20 (a) The integration paths C1 and C2 on the kρ plane which is a mapping of the kz plane

according to k2
ρ = k2

0 − k2
z , (b) The integration paths C1 and C2 on the kz plane.

The choice of T01 is not very critical as long as one chooses kρmax 1 large enough to pick up
the behavior of the spectral domain Green’s function for large kρ. Since the spectral domain
behaviors of the Green’s functions are always smooth beyond kρmax 2, it is not necessary to
have a large number of samples on [kρmax 2, kρmax 1]. Typical value for T01 is 300 ∼ 500. The
sampling interval Δt for both C1 and C2 is typically 0.025.

On C1 shown in Figure 4.20(b), approximating F (kρ) by using the matrix pencil method
subroutine in [37], we have

F1(kρ) =
M1∑
k=1

b1keB1kt =
M1∑
k=1

a1ke−A1kkz

where
A1k = B1k/jk, a1k = b1ke−jkT0A1k

then, G in (4.9.38) may be rewritten as

G=
∫ ∞

−∞

1
2jkz

F2(kρ)H(2)
0 (kρρ)kρdkρ

+
∫ ∞

−∞

1
2jkz

[
M1∑
k=1

a1k exp(−A1kkz)

]
H(2)

0 (kρρ)kρdkρ (4.9.45)

where

F2(kρ) = F (kρ) −
M1∑
k=1

a1ke−A1kkz (4.9.46)

The above is the first level approximation. The second level one is to approximate F2(kρ)
on C2 shown in Figure 4.20(b) by using the same subroutine; then we have

F2(kρ) =
M2∑
k=1

b2keB2kt =
M2∑
k=1

a2ke−A2kkz (4.9.47)
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The typical number of M1 or M2 is around 10. Finally we have the closed form for G

G=
∫ ∞

−∞

1
2jkz

[
M1∑
k=1

a1ke−A1kkz +
M2∑
k=1

a2ke−A2kkz

]
H(2)

0 (kρρ)kρdkρ

=
M1∑
k=1

∫ ∞

−∞

1
2jkz

a1ke−A1kkz H(2)
0 (kρρ)kρdkρ

+
M2∑
k=1

∫ ∞

−∞

1
2jkz

a2ke−A2kkz H(2)
0 (kρρ)kρdkρ

=
M1∑
k=1

a1k
e−jkr1k

r1k
+

M2∑
k=1

a2k
e−jkr2k

r2k
(4.9.48)

where

rnk =
√

ρ2 + (Ank/j)2 =
√

ρ2 − A2
nk n = 1 or 2

When sources are in the bounded regions of multilayer structures shown in Figure 4.21,
after extracting the quasi-static images, in addition the branch cut for kz0, we introduce a
branch cut for kzs. Therefore function G̃ should be rewritten as

G̃ =
F (kρ)
j2kzs

=
F ′(kρ)
j2kz0

where F ′(kρ) = F (kρ)kz0/kzs. Note that F ′ only has a branch cut for kz0 and not for kzs.
This important correction in [38] makes original CIM available to the general multilayer
structures.

Figure 4.21 Multilayer planar structure with embedded source.

In (4.9.24) and (4.9.27), the surface-wave contributions are analytically extracted by using
residue calculations. For multilayer cases these calculations are always very difficult to
carry out. To avoid this difficulty, Res(i) are obtained by recursively evaluating the contour
integral numerically in the complex kρ plane. The integral begins with the contour enclosing
the region we are interested in. If it is nonzero, then subdivide it into four pieces and evaluate
the contour integral of each piece. Repeat this process until the location kρi and residue
Res(i) for all the poles are found[39].

As an alternative to [38] and [39], in [36], there is no need to extract the quasi-static
images and to calculate the residues.
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The DCIM has been considered as a prominent approach[9] and has received significant
attention in recent years[40]. However, there are still some problems in using it. The approach
proposed in [36] was proved to be very efficient and robust, but only for the case of thin
layers where the propagating wave contribution is insignificant. Further investigations[23]

showed that for thick layers, a large error occurs in the far field if the propagating modes are
not extracted. The physical explanation is that use of complex images is in fact an attempt
to approximate the cylindrical nature of propagating waves in terms of spherical ones. In
[29], this difficulty was overcome by implementing Hankel functions to describe propagating
modes and complex images for the decaying part of the field. In [40], an alternative to DCIM
is presented and is combined with the DCIM process. In conclusion, like other methods,
DCIM is still under development and competes with other methods.

4.9.4 Application of Full Wave Discrete Image Method in Microstrip Struc-
tures

The full-wave discrete images are actually the spatial Green’s functions for microstrip
structures. Combined with the method of moments (MoM)[41], the full-wave analysis of
these structures, such as microstrip antennas and their feed networks, can be carried out.
The integral equation is formed according to the boundary condition matching, that is, the
tangential electric field on the microstrips should be zero and is given by

n̂× Es + n̂× Ei = 0 (4.9.49)

where Ei and Es denote the impressed and scattered fields respectively. Using Es given in
(4.6.24), (4.9.49)may be written as

n̂×
[
−jωμ0〈K¯̄

A;J〉 +
1

jωε0

∇(〈Gφ,∇′ · J〉)
]

= −n̂× Ei (4.9.50)

The induced current on the microstrip can be found by solving the above integral equation
(4.9.50).

A critical factor for an efficient and accurate MoM analysis is the choice of basis functions.
Traditional numerical modelling employs root-top functions for rectangular discretization or
Rao-Wilton-Glisson(RWG) functions[42] for triangular discretization. For these functions, a
very fine discretization is often required to yield an accurate solution. This leads to a large
matrix equation, which is computationally expensive to solve. In addition, the numerical
solution converges slowly to the exact one when the discretization is made finer. A solution
to this problem is to employ higher-order basis functions, which have a better convergence
rate and can yield an accurate solution with a rather coarse discretization. The higher-order
interpolatory basis functions developed by Graglia et al[43] are employed in [39]. Also, in [39]
the curvilinear discretization is used, which provides more flexibility to model arbitrary
shapes.

4.10 Asymptotic Integration Techniques and Their Applications

Once the current distribution on the microstrips are obtained, all the information may be
extracted, such as the input impedance of microstrip antenna, the parameters of the network
and the radiation pattern. The radiation pattern is related to the far fields, which in par-
ticular can be calculated by the asymptotic integration techniques which will be introduced
and then will be used for the calculation of the radiation pattern of microstrip antennas. In
addition, these techniques are also useful in the analysis of multilayer problems by using the
geometrical optics method (saddle point method)[11].
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4.10.1 The Saddle Point Method

Consider a complex integral

A(α) =
∫

c

eαg(θ)dθ (4.10.1)

where α is a large real number, g(θ) is an analytic function and θ = θr + jθi, with the
subscripts r and i denoting the real and imaginary parts respectively. The point at which
the first derivative of g(θ) vanishes with respect to θ is the point θs such that g′(θ) = 0 and
is called the saddle point. In the neighborhood of θs, g(θ) can be approximated by using
Taylor’s series up to second order

g(θ) ≈ g(θs) +
1
2
g′′(θs)(θ − θs)2 (4.10.2)

If higher accuracy is required, still higher order terms may be invoked in Taylor’s series
(4.6.24).

Introduce
g(θs) = u(θs) + jv(θs), g′′(θs) = ηejβ , (θ − θs) = sejφ (4.10.3)

then

g(θ) = u(θs) + jv(θs) +
1
2
ηs2ej(β+2φ) = u + jv (4.10.4)

where

u=u(θs) +
1
2
ηs2 cos(β + 2φ) (4.10.5)

v =v(θs) +
1
2
ηs2 sin(β + 2φ) (4.10.6)

If β + 2φ = ±π, then along this direction of φ, eαg(θ) decays rapidly because of the large
α, but the phase remains constant. This path defined by v = v(θs) is called the steepest
descent path and is denoted by C′ in Figure 4.22. It is beneficial to carry out the integral
A(α) in (4.10.1) along this deformed path C′. Then we have

A(α) ≈
∫

c′
eαg(θs)e−αηs2/2dθ = eαg(θs)ejφ

∫
c′

e−αηs2/2ds (4.10.7)

C C’

θ i

θ r

θ s = 0
π

−π

2

2

/
/

Figure 4.22 Integration path of H
(1)
0 (kρρ) showing the steepest descent path C′.
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Because of the rapid decay of the integrand, the limits of the integral may be approximately
taken as −∞ to +∞, enabling us to make use of the following formula:∫ +∞

−∞
e−ξs2

ds =
√

π

ξ
(4.10.8)

Using (4.10.8), (4.10.7) may be written as

A(α) = eαg(θs)ejφ

√
2π

αη
(4.10.9)

(4.10.9) is the asymptotic expression of (4.10.1).
Example: To find the asymptotic expression of H(1)

0 (kρρ) with kρρ � 1, where

H(1)
0 (kρρ) =

1
π

∫ π
2 −j∞

−π
2 +j∞

ejkρρ cos θdθ (4.10.10)

According to (4.10.1) and keeping α real, we have α = kρρ, g(θ) = j cos(θ). From g′(θs) = 0,
we find θs = 0◦. From

g(θ) = j cos θ = sin θr sinh θi + j cos θr cosh θi = u + jv (4.10.11)

and v(θs) = 1, the equation of steepest descent path step is given by cos θr cosh θi = 1. The
final step is to find η and ϕ. From g′′(θs) = −j = ηejβ , we have η = 1, β = −π/2. The
reasonable solution of ϕ may be determined by ϕ = (−π + π/2)/2 = −π/4.

From (4.10.9), the asymptotic solution of H(1)
0 (kρρ) will be

H(1)
0 (kρρ) ≈ 1

π
ejkρρe−jπ/4

√
2π

kρρ
=

√
2

πkρρ
ejkρρe−jπ/4 (4.10.12)

4.10.2 The Steepest Descent Method

The essence of this method is the same as that of the saddle point method. The only
difference is that in the steepest descent method, (4.10.2) is alternatively expressed as

g(θ) = g(θs) +
1
2
g′′(θs)(θ − θs)2 = g(θs) − s2 (4.10.13)

Then

θ − θs = ±s

√
−2

g′′(θs)
= ±s

√
−2

η exp(jβ)
(4.10.14)

Similar to (4.10.7), we have

A(α) ≈ ±eαg(θs)

√
−2

η exp(jβ)

∫ ∞

−∞
e−αs2

ds (4.10.15)

Substituting (4.10.8) into (4.10.15) yields

A(α) ≈ eαg(θs)e±j π
2 e−j β

2

√
2π

αη
(4.10.16)

The integral path C′ is the same as that in Figure 4.22. And we also have β + 2φ = ±π,
that is, φ = (±π − β)/2. Evidently (4.10.16) is exactly the same as (4.10.9).

If higher accuracy is required, higher order terms may be invoked in Taylor’s series of
(4.10.13)[11].
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4.10.3 The Stationary Phase Method

Consider a complex integral

A(α) =
∫

c

ejαg(θ)dθ (4.10.17)

where α is the large real number. In this case, we simply modify (4.10.7) and (4.10.8) into
the following expressions

A(α) =
∫

c

ejαg(θ)ejαηs2/2ds (4.10.18)

∫ ∞

−∞
ejξs2

ds =
√

π

jξ
=

1 − j√
2

√
π

ξ
(4.10.19)

Substituting (4.10.19) into (4.10.18) results in

A(α) = ejαg(θs)ejφ 1 − j√
2

√
2π

αξ
= ejαg(θs)ejφe−jπ/4

√
2π

αξ
(4.10.20)

(4.10.20) is another asymptotic expression obtained from the stationary phase method for
(4.10.1).

Now we recalculate H(1)
0 (kρρ) with (4.10.20). In this case, α = kρρ, g(θ) = cos θ, θs = 0◦,

g(θs) = 1, g′′(θs) = − cos θs = −1. From g′′(θs) = η exp(jβ), we have η = 1, β = ±π.
Because β + 2φ = ±π, we have φ = 0◦. From (4.10.20) we obtain the same result as that in
(4.10.12).

Compared with the saddle point method and steepest descent method, we see that, in
the stationary phase method, the integration path near the saddle point is no longer along
the direction of φ = 45◦ but φ = 0◦ at which the phase changes rapidly and the amplitude
remains constant. This path is defined by sin θr sinh θi = 1. The contribution of the integral
is still confined in a very small region. However, the reason is not because of the rapid decay
of the integrand but is due to the rapid change of the phase, which results in the destructive
interference away from θs. θs is recognized as the stationary phase point.

4.10.4 Extensions of the Above Asymptotic Formulas

All the above asymptotic formulas may contain a slowly varying function f(θ) in the
integrand. For example

A(α) =
∫

c

f(θ)eαg(θ)dθ (4.10.21)

In this case (4.10.9) becomes

A(α) = f(θs)eαg(θs)ejφ

√
2π

αη
(4.10.22)

The reason is that since the contribution of the integral is confined nearby θs, there will be
no significant error to replace f(θ) by f(θs).

The asymptotic technique may be extended to the double variable problems, such as in
[44]

A(α, β) =
∫∫

f(α, β)e−jkrg(α,β)dαdβ, kr � 1 (4.10.23)
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For the stationary phase method, the stationary phase point is located at α = α0, β = β0

from the solution of
∂g

∂α
=

∂g

∂β
= 0 (4.10.24)

Expanding g(α, β) into Taylor’s series around α0, β0 up to second order

g(α, β) ≈ g(α0, β0) +
1
2
a(α − α0)2 +

1
2
b(β − β0)2 + c(α − α0)(β − β0) (4.10.25)

and introducing ξ = α − α0, η = β − β0, we have

g(α, β) ≈ g(α0, β0) +
1
2
aξ2 +

1
2
bη2 + cηξ (4.10.26)

Finally, we have

A(α, β)≈ f(α0, β0)e−jkrg(α0,β0)

∫∫
e−jkr(αξ2+bη2+2cξη)/2dξdη

=
−2πjσ

kr
√

|ab − c2|f(α0, β0)e−jkrg(α0,β0) (4.10.27)

where

σ =

⎧⎨
⎩

1, ab > c2, a > 0
−1, ab > c2, a < 0
j, ab < c2

(4.10.28)

4.10.5 Radiation Patterns of Microstrip Antennas

To derive the formulas of radiation patterns of microstrip antennas, we need to use the
following Fourier Transform pair for Ex and Ẽx

[44] which is similar to (4.2.1), (4.2.2)

Ex(x, y, z) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
Ẽxe−j(kxx+kyy+kzz)dkxdky (4.10.29)

where kx = k sin α cosβ, ky = k sin α sin β and kz = k cosα (see Figure 4.23). kz may also
be expressed in the same form as that in (4.2.4).

x

y

z

k

β

α

Figure 4.23 3D coordinates related to k̂.
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The aperture field Ex is given by

Ex(x, y, 0) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
Ẽx(kx, ky)e−j(kxx+kyy)dkxdky (4.10.30)

where Ẽx(kx, ky) is the spectral aperture field and is given by

Ẽx(kx, ky) =
∫ ∞

−∞

∫ ∞

−∞
Ex(x, y, 0)ej(kxx+kyy)dxdy (4.10.31)

The z-component of E in each plane wave follows from

k · Ẽ = (x̂kx + ŷky + ẑkz) ·
(
x̂Ẽx + ẑẼz

)
= 0

or

Ẽz(x, y, 0) = −kx

kz
Ẽx(x, y, 0)

and the complete E field is

E(x, y, z) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
(x̂kz − ẑkx)Ẽx(kx, ky)e−j(kxx+kyy+kzz) dkxdky

kz
(4.10.32)

To evaluate (4.10.32) for large kr, the asymptotic formula in (4.10.27) can be used. To use
this formula, we first need convert the integral into spherical coordinates by the following
identities

x̂kz − ẑkx

=k cosα[r̂ sin θ cosϕ+θ̂ cos θ cosϕ−ϕ̂ sin ϕ]−k sin α cosβ[r̂ cos θ−θ̂ sin θ]

= θ̂(k cosα cos θ cosϕ + k sin α cosβ sin θ) − ϕ̂k cosα sin ϕ

+r̂(k cosα sin θ cosϕ − k cos θ sin α cosβ)
α=α0=θ
β=β0=ϕ

= k(θ̂ cosϕ − ϕ̂ sin ϕ cos θ) (4.10.33)

and the following transform from Jacobian

dkxdky

kz
= k sin αdαdβ (4.10.34)

The function g, parameters a, b, c in (4.10.27) then may be obtained as

g = sinα cosβ sin θ cosϕ + sin α sin β sin θ sin ϕ + cosα cos θ

a =
∂2g

∂α2

∣∣∣∣
α=α0=θ
β=β0=ϕ

= −1

b =
∂2g

∂β2

∣∣∣∣
α=α0=θ
β=β0=ϕ

= − sin2 θ

c =
∂2g

∂α∂β

∣∣∣∣
α=α0=θ
β=β0=ϕ

= 0
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σ is determined by (4.10.28) to be −1. The final result from (4.10.27), (4.10.33) and (4.10.34)
is

E (r, θ, ϕ)≈ je−jkr

λr

(
θ̂ cosϕ − φ̂ sin ϕ cos θ

)
Ẽx (k sin θ cosϕ, k sin θ sinϕ)

=
jkze

−jkr

kλr

[(
x̂ − ẑ

kx

kz

)
Ẽx (k sin θ cosϕ, k sin θ sin ϕ)

]
(4.10.35)

Similarly we have the following formula for Ẽy

E (r, θ, ϕ)≈ je−jkr

λr

(
θ̂ sinϕ + φ̂ cosϕ cos θ

)
Ẽy (k sin θ cosϕ, k sin θ sinϕ)

=
jkze

−jkr

kλr

[(
ŷ − ẑ

ky

kz

)
Ẽy (k sin θ cosϕ, k sin θ sin ϕ)

]
(4.10.36)

where Ẽy(kx, ky) is the spectral aperture field and is given by

Ẽy (kx, ky)=
∫ ∞

−∞

∫ ∞

−∞
Ey (x, y, 0) ej(kxx+kyy)dkxdky (4.10.37)

E(r, θ, ϕ)≈ je−jkr

λr

[(
θ̂ cosϕ − ϕ̂ sin ϕ cos θ

)
Ẽx (k sin θ cosϕ, k sin θ sin ϕ)

+
(
θ̂ sin ϕ + ϕ̂ cosϕ cos θ

)
Ẽy (k sin θ cosϕ, k sin θ sin ϕ)

]

=
jkze

−jkr

kλr

[(
x̂ − ẑ

kx

kz

)
Ẽx (k sin θ cosϕ, k sin θ sin ϕ)

+
(
ŷ − ẑ

ky

kz

)
Ẽy (k sin θ cosϕ, k sin θ sin ϕ)

]

=
jkze

−jkr

2πr
Ẽ (k sin θ cosϕ, k sin θ sin ϕ) (4.10.38)

where Ẽ = x̂Ẽx + ŷẼy + ẑẼz . In deriving (4.10.38), the relationship k · Ẽ = kxẼx + kyẼy +
kzẼz = 0 is used. From this relationship, the Fourier transform for an arbitrarily polarized
aperture field may also be easily derived as

E(x, y, z) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
Ẽe−j(kxx+kyy+kzz)dkzdky (4.10.39)

For an arbitrarily polarized aperture field, the radiation field is the sum of (4.10.35) and
(4.10.36).

The radiation pattern for a rectangular patch microstrip antenna may be obtained from
(4.10.35) and (4.10.36)

Eθ =K
[
cosϕẼx + sin ϕẼy

]
(4.10.40)

Eϕ =K
[
− sinϕ cos θẼx + cosϕ cos θẼy

]
(4.10.41)

where K = j exp(−jkr)/λr. In the simple case when J̃y = 0, J̃x �= 0

Ẽ = G̃
¯̄

EJ · J̃xx̂ (4.10.42)
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From (4.5.15), (4.4.19) and (4.4.20) we have

Ẽx =
−1

k2
x + k2

y

(
k2

xV e
i + k2

yV h
i

)
J̃x (4.10.43)

Ẽy =
kxky

k2
x + k2

y

(−V e
i + V h

i

)
J̃x (4.10.44)

Consider the covered microstrip antenna with the feed location at ys = Wy/2 as shown in
Figure 4.24. In this case, only the currents in the x direction are excited. The transversal
dependence is taken to be constant. The longitudinal distribution is assumed equal to that
of a resonant end fed half-wavelength of a microstrip transmission line and is given by [45]

J(x, y) =

{
x̂I1 sin

πx

Wx
, 0 < x < Wx, 0 < y < Wy

0, otherwise
(4.10.45)

where I1 is a constant. Consequently

J̃x(kx, ky) =
∫∫

patch

J(x, y)e−j(kxx+kyy)dxdy

= I1

[
ejkyWy/2 Wy sin kyWy/2

Wyky/2

] [
ejkxWx/2 2πWx cos(kxWx/2)

π2 − (kxWx)2

]
(4.10.46)

Covered dielectric

Ground
plane

Patch

Patch

Microstrip
substrate

Feed location
(fed by microstrip line)

x

z

y

Wx

Wy

h1 h1

Figure 4.24 Covered rectangular microstrip antenna

(the ground plane and the dielectric are partly shown).

When the dielectric constants and the thicknesses in Figure 4.24 are given, V e
i and V h

i

may be easily found from the formulas in Section 4.7. It is seen that the solution of the
radiation pattern for covered microstrip patch antenna may be simply obtained by solving
the transmission line problems.

The analytical formula of the radiation pattern for the covered microstrip patch antenna is
very useful. One example of using it is to make the optimization of enhancing the directivity.
In the optimization procedure, we may choose a certain applicable dielectric as the cover,
and change the thickness to ensure the radiation pattern is as narrow as possible in order
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to enhance the directivity. In the case of a single layer, the enhancing of the directivity
is more than 1dB[46]. Another example is to make the optimization to equalize the beam-
widths of radiation pattern of E and H planes. The parameters of the covered microstrip
patch are as follows: the width along E plane is 2.6mm, along H plane is 4mm, the relative
dielectric constant and thickness of the microstrip substrate are 2.2 and 0.254mms, and for
the cover are 2.2 and 1.018 respectively. The working frequency is 34.5GHz. The calculated
patterns are shown in Figure 4.25 which are in good agreement with those from IE3DT M . In
Figure 4.24(a), it is seen that the beam-widths of two patterns are not exactly equal. This
is because the dielectric constant of the applicable material is not exactly the same as it is
for the optimized one. When the microstrip patch is covered by dielectric, its properties like
resonant frequency, Q factor, may change and modification of the design is needed.
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Figure 4.25 Radiation patterns of E and H-planes calculated by (4.10.40)–(4.10.44).
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Problems

4.1 Prove (4.6.28).

4.2 For a lossless microstrip substrate with εr = 2.2, λ = 3cm

1. Find the branch cut contribution from the paths along the branch cuts shown in Figures

(a)-(c);

2. Find the branch cut contribution from the path that cuts through the branch cut twice

as shown in Figure (d), where CSD is the steepest descent path.
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4.3 Write a program for the full-wave analysis of a rectangular patch antenna.

4.4 Write a program for calculation of the radiation pattern of dielectric loaded rectangular patch

antenna. The direction of the currents on the patch is assumed to be along x direction and

the distribution of currents is assumed to be constant along y direction and is of triangular

shape function along x direction with zero value at the ends[46].

4.5 Check the results in Figure 4.5(a)(b) of the paper in [29] by using the two-level approximation

scheme shown in Figure 4.20.

4.6 For Figure 4.7, prove that the poles of surface wave kρp(i) in (4.8.13) are located within k0

and
√
εr k0.

Hints: For the surface wave which propagates along a zigzag path in dielectric region 1 along

ρ direction, kρ and kz1 should be positive real, kz2 should be negative imaginary. In region

2, the radiation wave propagates along z direction, therefore kρ < k0.

4.7 Use the relationship given in (4.7.43) to prove (4.3.11).

4.8 From Maxwell’s equations, prove[
Ẽx

Ẽy

]
=

1

ωεkz
A

[
H̃y

−H̃x

]

where A =

[
(k2 − k2

x) −kxky

−kxky (k2 − k2
y)

]

4.9 To prove the eigenvalues of A are

λ1 = k2 − (k2
x + k2

y), λ2 = k2

and their related eigenvectors are

[kx ky]T [ky − kx]T

the normalized orthogonal transform matrix is

ψ =
1√

k2
x + k2

y

[
kx ky

ky −kx

]
= ψ−1

4.10 Using the coordinate transform[
x

y

]
= ψ

[
u

−v
]
,

[
y

−x
]

= ψ

[
v

u

]
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prove [
Ẽu

−Ẽv

]
=

1

ωεkz

[
k2

z 0

0 k2

] [
H̃v

H̃u

]

=

⎡
⎢⎣

kz

ωε
0

0
ωμ

kz

⎤
⎥⎦
[
H̃v

H̃u

]

and
Ẽu

H̃v

=
kz

ωε
= ZTM,

−Ẽv

H̃u

=
ωμ

kz
= ZTE

where ZTM and ZTE are the characteristic impedance for TM mode and for TE mode respec-

tively.





CHAPTER 5

Effective Methods in Using Commercial

Software for Antenna Design

5.1 Introduction

Computational electromagnetics is closely related to antenna design and other research
areas such as electromagnetic compatibility (EMC) analysis, microstrip circuit including the
3D multichip module (MCM), and electromagnetic scattering problems. Advances in CAD
commercial software have been a major impact on it. Yet, not all effective numerical methods
recently developed have been involved in those software packages. Efforts are still required
to make full use of these new methods in different ways. For example, one may create
formulas through synthetic asymptote or train formulas through artificial neural networks
(ANN) by using commercial software. After that is done, the software may be replaced by
formulas in the specified range for the consequent computation, resulting in the dramatic
reduction of the computation burden. In using these new methods, it is also possible to
communicate with the software if it is not completely canned, otherwise it is necessary to
write the program on one’s own.

One way to improve the computational efficiency is to put efforts on the algorithm or
method itself, both in the frequency domain and in the time domain. Some examples are the
fast multipole method (FMM) algorithm[1], the unconditionally stable scheme without time
derivatives for FDTD[2], the wavelet-based algebraic multi-grid preconditioned CG method[3]

and the time-domain image method[4]. However, when the number of sampling points
increases looking at wide frequency band response or during optimization, the computer
burden is still a problem. The other way is then to put some efforts beyond the software
and related algorithms. This will be discussed in this chapter.

5.2 The Space Mapping (SM) Technique

The SM technique was proposed by J. Bandler et al. in 1994[5]. This technique establishes a
mapping between two spaces, the coarse model space and the fine model space. An accurate
but computationally intensive EM fine model is sparingly used to calibrate a less accurate
but efficient coarse model. The SM technique takes full advantage of the high efficiency of
the coarse model and the high accuracy of the fine model. Thus, the fine model design is
reduced to the inverse mapping of the optimal coarse model design. Consequently, intensive
computation of the fine model during the optimization process is avoided.

A crucial step for the SM is the parameter extraction (PE), in which a coarse model
point corresponding to a given fine model response is obtained through an optimization
process. The nonuniqueness of the PE procedure can lead to divergence or oscillation of the
optimization iterations. In order to improve the convergence, the aggressive space mapping
(ASM) algorithm was proposed[6]. The ASM utilizes the linear approximation to construct
the mapping, which is iteratively updated in each step. It is more efficient than the original
SM algorithm for it aggressively exploits every available fine model analysis, producing
dramatic results right from the first step.

In this section, we start with the original SM in order to get a better understanding of
this technique. Then we will focus on the ASM and its applications in antenna design. Some
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recent development in SM will be briefly introduced later.

5.2.1 Original Space Mapping Algorithm

The coarse model in SM could be coarse discretization or some approximation model such
as the cavity model in the microstrip antenna. The fine model is the fine discretization in
the electromagnetic model (EM).

We use l-dimensional vector xc = [xc1, xc2, · · · , xcl]T to describe the parameters of the
coarse model and use k-dimensional vector xf = [xf1, xf2, · · · , xfk]T to describe the param-
eters of the fine model. For simple illustration, we assume that l = k. We use Rc(xc) and
Rf (xf) to denote the coarse model response and the fine model response respectively. The
key idea behind the SM is the generation of an appropriate transformation:

xc = Pxf (5.2.1)

Mapping the fine model parameter space to the coarse model parameter space such that

‖ Rf (xf) − Rc(xc) ‖� ε (5.2.2)

within some local modeling region around optimal coarse model solution, where ‖ · ‖ indi-
cates a suitable norm and ε is a small positive constant.

Finding P is an iterative process. After each iteration, the parameters obtained will be
supplemented into xc and xf to generate the updated P. We begin with a set of fine model
base points Bf = {x1

f
,x2

f
, · · · ,xm

f
}. The initial m base points are selected in the vicinity of

a reasonable candidate for the fine model solution. Because we have assumed that k = l,
then the set Bf can be chosen as x1

f = x∗
c and some local perturbations around x1

f . Once
the set Bf is chosen, we evaluate the fine model responses Rf (xi

f
), i = 1, 2, · · · , m. Next

we find, by parameter extraction(PE), the coarse model set Bc = {x1
c ,x

2
c , · · · ,xm

c } so that
(5.2.3) holds for each pair of corresponding base points in Bf and Bc.

min
xi

c

‖ Rf (xi
f) − Rc(xi

c) ‖ (5.2.3)

Using these initial sets, we establish P1.
The base points will be increased as the iteration step goes on. At the jth iteration step

both sets contain mj base points which are used to update Pj ; then we have

xmj+1
f = P−1

j (x∗
c) (5.2.4)

This procedure is repeated until (5.2.5) holds.

‖Rf (xmj+1
f ) − Rc(x∗

c)‖ � ε (5.2.5)

Finally, the solution in fine model will be x̄f = xmj+1
f .

In the following, we will take the optimization design for microstrip patch antenna given
in Figure 5.1 as an example to demonstrate the application of SM. Commercial software is
chosen as the EM simulator. The coarse discretization and the fine discretization correspond
to the coarse model and fine model respectively.
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x2

x1

W

Figure 5.1 Microstrip geometry.

The parameters to be optimized are x1, x2. W and εr are fixed (W = 315mil = 8mm,
εr = 2.7). In the coarse model, the discretization is 10 grids per wavelength, and the
computer time for each frequency is 1 second. Whereas in the fine model, the discretization
is 30 grids per wavelength, and the computer time for each frequency is 40 seconds. The
result for the initial optimization in coarse model is x∗

c = [16.00 213.00]T .
The final results are given in Table 5.1, where i is the number of base points (BP).

Table 5.1 Model parameters (Unit: mils).

i 1 2 3 4 5 6 7 8 9 10 11

xi
c1 16.00 15.70 15.33 13.60 17.00 15.40 16.54 16.41 16.35 16.30

xi
c2 216.75 215.84 215.74 216.99 215.80 216.99 213.37 213.28 213.24 213.19

xi
f1 16.00 16.00 15.00 15.00 17.00 17.00 16.54 16.41 16.35 16.30 16.27

xi
f2 213.00 212.00 212.00 214.00 212.00 214.00 209.50 209.42 209.38 209.36 209.34

The steps are summarized as follows:

1. Initialize x1
f = x∗

c .

2. Make local perturbation, say, set other five points x2
f
,x3

f
,x4

f
,x5

f
,x6

f
around x1

f
to form

2 by 6 matrix xf as listed in last two rows and first six columns in Table 5.1.

3. Find xi
c by (5.2.3) to form 2 by 6 matrix xc as listed in first two rows and six columns

in the same table.

4. Find the transform operator P1 through

P1 = xcx−1
f = xcxT

f (xT
f
)−1x−1

f
= xc · xT

f
· (xf · xT

f
)−1 (5.2.6)

From (5.2.6) we have P1 =
[

0.934 0.003
0.052 1.013

]
, and x7

f = P−1
1 (x∗

c).

5. Make PE according to Rf (x7
f
) ≈ Rc(x7

c) and obtain x7
c . Both x7

f
and x7

c are inserted
into base-point family as listed in the seventh column of Table 5.1.
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6. Repeat the above procedure and obtain

P2 =
[

1.015 −0.003
0.107 1.009

]
consequently

P3 =
[

1.056 −0.006
0.134 1.007

]
,P4 =

[
1.083 −0.008
0.154 1.005

]
,P5 =

[
1.101 −0.009
0.165 1.005

]

and x8
c , · · · ,x10

c ; x8
f , · · · ,x11

f which are listed in Table 5.1.

7. If (5.2.5) holds, the procedure stops. x11
f

= P−1
5 (x∗

c) is the final solution in the fine
model.

It is observed that

P5x11
f

= P5

[
16.27
209.34

]
=

[
16.01
213.01

]
≈

[
16.00
213.00

]

Therefore ‖ ffinal ‖=‖ xfinal
c − x∗

c ‖� ε is satisfied simultaneously. However these two
conditions are not always satisfied simultaneously and are not required to be satisfied simul-
taneously. The only condition to stop the procedure is (5.2.5).

5.2.2 Aggressive Space Mapping Algorithm (ASM)

The ASM process starts from optimizing the coarse model response Rc(x∗
c) to satisfy all

the required specifications first. The initial fine model solution x1
f corresponding to x∗

c can
be determined by one of the two options: if the fine model and the coarse model have the
same contents and dimensions, for example, all are physical dimension parameters, we can
simply set x1

f
= x∗

c ; if the two models have different contents and dimensions, for example,
the coarse model is LC lumped circuit with values of capacitors and inductors as variables,
while in fine model the variables are physical dimension parameters, to complete with the
procedures in ASM, we are not able to set x1

f
= x∗

c . However, in the latter case, it is not
difficult to find appropriate formulas (knowledge) to calculate circuit elements. One may
denote the knowledge relations as K or xcf = K−1(xc). The variable space {xcf} is usually
the corresponding dimension variables of the circuit parameter space {xc} and shares the
same physical contents and dimensions as those of the variable space {xf} in the fine model.
The dimension of {xcf} and that of {xc} are not necessarily the same and K−1 is just a
symbol for inverse relation[7].

Through satisfying ‖ Rf (x1
f )−Rc(x1

c) ‖< ε, the response Rf (x1
f) of the fine model and the

response Rc(x1
c) of the coarse model are matched, where ε is a given error for a satisfactory

matching. This is a mapping process: x1
c = P(x1

f). One can measure the misalignment of
the two models by defining an error function Δx1

c = x1
c − x∗

c . If ‖ Δx1
c ‖=‖ x1

c − x∗
c ‖< η is

met, where η is a given error for a satisfactory solution, then Rf (x1
f
) simultaneously satisfy

the required specifications since Rc(x∗
c) approaches to Rc(x1

c) and Rc(x1
c) approaches to

Rf (x1
f
). If the inequality condition is not fulfilled, the solution can be improved by solving

the following non-linear equation:

Δx1
c = x1

c − x∗
c = 0 (5.2.7)

for the implicit solution of xf .
The non-linear equation can be solved by Newton’s method such that

Bj(xj+1
f

− xj
f
) = −Δxj

c (5.2.8)
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where Bj is a Jacobian matrix. The approximation to the Jacobian matrix is updated by
the classic Broyden’s formula[6]

Bj+1 = Bj +
Δxj+1

c (Δxj
f)T

(Δxj
f)T Δxj

f

(5.2.9)

where Δxj
f = xj+1

f − xj
f , B1 = [I]. With xj

f , Δxj
c, Bj , one may find xj+1

f through (5.2.8).
xj+1

c could be found through the mapping xj+1
c = P(xj+1

f ).
If (5.2.10) is satisfied, then stop.

‖Δxj+1
c ‖ = ‖xj+1

c − x∗
c‖ < η (5.2.10)

Otherwise set j = j +1 to get Bj+1 through (5.2.9) and repeat the process until satisfactory
results are obtained.

The steps are summarized as follows:

1. Initialize x1
f = x∗

c , B1 = [I], based on ‖ Rf (x1
f) − Rc(x1

c) ‖� ε to find the mapping
x1

c = P(x1
f
) and get Δx1

c = P(x1
f
) − x∗

c . Stop if ‖ Δx1
c ‖� η, otherwise go to the next

step.

2. Solve BjΔxj
f = −Δxj

c for Δxj
f , j � 1.

3. Set xj+1
f = xj

f + Δxj
f .

4. Find the mapping xj+1
c = P(xj+1

f ), based on ‖ Rf (xj+1
f ) − Rc(xj+1

c ) ‖� ε.

5. Compute Δxj+1
c = P(xj+1

f ) − x∗
c . If ‖ Δxj+1

c ‖� η, stop; otherwise go to the next
step.

6. Update Bj to Bj+1, Bj+1 = Bj +
Δxj+1

c (Δxj
f
)T

(Δxj
f)

T Δxj
f

.

7. Set j = j + 1; go to Step 2.

Using this approach, we can obtain a progressively improved design after each iteration step.
The main difference between SM and ASM is clearly seen. The criterion for stopping

iteration is (5.2.5) in SM and is (5.2.10) in ASM. The updating of the iterations through P
in SM and through B in ASM.

Instead of waiting for EM analysis at several base points in SM, ASM aggressively exploits
every available EM analysis through updating iterations the by Broyden formula.

To make a comparison, we use the same example as that in Section 5.2.1 to do the
optimization design of microstrip patch antenna. The results are given in Table 5.2.

Table 5.2 Model parameters (Unit: mils).

i 1 2 3

xi
c1 16.10 16.00 16.00

xi
c2 216.75 213.08 213.02

xi
f1 16.00 15.90 15.90

xi
f2 213.00 209.25 209.17

The results show that ASM converges faster than SM.
The ASM algorithm may also be summarized as follows:
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• Starting from initial optimized parameters of coarse model

x∗
c → x1

f −−−−−−−−−−−−−−−−−→∥∥∥Rf (x1
f )−Rc(x1

c)
∥∥∥<ε

x1
c=Map(x1

f )

x1
c −−−−−−−−−→

Δx1
c=x1

c−x∗
c

Δx1
c

−→
{∥∥Δx1

c

∥∥ < η, stop∥∥Δx1
c

∥∥ > η, go to iteration process (j = 1, j = j + 1)

• Go through with the iteration process

Δxj
c −−−−−−−−−−−−−−−−−−−→

BjΔxj
f =−Δxj

c

B1=[I]

Bj+1=Bj+
Δxj+1

c (Δxj
f
)T

(Δxj
f
)T Δxj

f

Δxj
f

−−−−−−−−−−→
xj+1

f =xj
f+Δxj

f

xj+1
f −−−−−−−−−−−−−−−−−−−−→∥∥∥Rf (xj+1

f )−Rc(xj+1
c )

∥∥∥<ε

xj+1
c =Map(xj+1

f )

xj+1
c

−−−−−−−−−−−−→
Δxj+1

c =xj+1
c −x∗

c

{ ∥∥Δxj+1
c

∥∥ < η, stop∥∥Δxj+1
c

∥∥ > η, back to Δxj
c (set Δxj

c = Δxj+1
c )

• Final outcome
xj+1

c
∼= x∗

c

Rf (xj+1
f ) ∼= Rc(xj+1

c ) ∼= Rc(x∗
c)

Notice that

Rf (x1
f ) �= Rc(x∗

c)

5.2.3 Using the Closed Form Created by the Full Wave Solver as a Coarse
Model in ASM

In performing the parameter extraction, the optimization algorithms such as genetic algo-
rithm (GA) are available. It is worth noting that the step of the parameter extraction (PE)
takes most of the computer time in SM technique and also is a crucial part in it. Better PE
may lead to faster convergence and need less computer time, otherwise the result may even
diverge. Moreover, although the calculation of the coarse model needs insignificant CPU
time, it would be still very time consuming if hundreds of iterations have to be done in the
GA algorithm in order to match the two responses from the coarse and the fine models.
Therefore, an alternative coarse model was proposed in [8]. A quadratic function (response
function) which is very simple to calculate was chosen as the coarse model for parameter
extraction in the design of the patch antenna. Obviously, the calculation of the quadratic
function is much faster than the full-wave analysis. The function used is described as follows:

VSWR = a(f + αx1 + βx2)2 + b(f + αx1 + βx2) + c (5.2.11)

where f is the sampling frequency, and x1, x2 are structural parameters to be optimized. α

and β are weighs of x1 and x2 respectively. a, b, c are coefficients to be determined.
It can be observed that as long as the initial values of x1 and x2 obtained from the optimal

coarse model response and the VSWR values at three sampling frequency points are given by
using the full wave solver, a, b and c can be determined by solving a set of linear equations.
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In (5.2.11), both the frequency and the structure parameters are involved. The generation
of (5.2.11) needs full wave analysis for three times only. Nevertheless this formula has no
physical meaning. It serves as a good substitute to the coarse model.

We use the same example as that in Figure 5.1 to verify the idea. The objectives of the
optimization are specified as:

VSWR � 1.35 at 15.9GHz and 16.1GHz; VSWR � 1.1 at 16.0GHz.

The parameters to be optimized are x1, x2. W and εr are fixed (W = 315mil = 8mm,
εr = 2.7). In the coarse model, the discretization is 10 grids per wavelength, and the
computer time for each frequency is 1 second. Whereas in the fine model, the discretization
is 30 grids per wavelength, and the computer time for each frequency is 40 seconds.

According to the observation α = 0.1, β = 2.5 are chosen. Based on the initial values
x∗

c = [16.00 213.00]T , performing the frequency-sampling through a full wave solver to the
frequency response of VSWR at three frequencies respectively, we may obtain a, b and c by
solving a set of linear equations.

The response of the function obtained from the optimal coarse model is shown in Figure
5.2 along with the fine model response at the start point. Figure 5.3 presents the response of
the function obtained from the optimal coarse model response and the final response of the
fine model. The algorithm terminated in five iterations, requiring five fine-model simulations
only. Table 5.3 lists values of optimization parameters at each iteration step of the ASM
technique using the response function and the fine model.
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Figure 5.2 A: Optimized response from the coarse model (Rc(x∗
c)), B: Response from the fine model

by using the initial optimized parameters of coarse model (Rf (x∗
c )).

Table 5.3 Model parameters (Unit: mils).

i 1 2 3 4 5

xi
c1 15.76 15.54 16.35 16.28 16.12

xi
c2 217.88 211.07 214.58 211.86 214.22

xi
f1 16.00 16.24 16.52 16.37 16.11

xi
f2 213.00 208.12 209.50 208.88 209.19

In the above, the function of the closed form is chosen to be the quadratic function.
However, the choice of it is problem dependent. Other polynomial functions or rational
functions may also be chosen if necessary.
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Figure 5.3 A: Optimized response from the coarse model (Rc(x∗
c)), B: Response from the fine model

by using the fine parameters through SM after response matching (Rf (xj+1
f )).

5.2.4 Using the Closed Form Created by the Cavity Model as a Coarse Model
in ASM

In Section 5.2.3, the analytical function is created with the full wave solver. This method
is more general and may be used on problems other than microstrip patch antenna as long
as the analytical function can be created. Specifically, the approximate input impedance
formula in closed form for microstrip rectangular patch antennas has already been developed
using the cavity model, and is given in Chapter 3. This closed form is a very suitable choice
as the coarse model in the optimization design of microstrip patch antennas[9].

We use the same example as that in Figure 5.1 to verify the idea. Instead of using a coarse
grid as the coarse model and the original SM, here the coarse model of the closed form from
the cavity model and the ASM are used. Figure 5.4 and Figure 5.5 give the results.
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Figure 5.4 A: Optimized response from the coarse model (Rc(x∗
c)), B: Response from the fine model

by using the initial optimized parameters of coarse model (Rf (x∗
f )).
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Figure 5.5 A: Optimized response from the coarse model (Rc(x∗
c)), B: Response from the fine model

by using the fine parameters with SM after response matching (Rf (xj+1
f )).

In SM technique, the choice of a coarse model is very important. Although the main
concern is the computation time but not the accuracy, the value-range of the response
between the coarse model and the fine model should have some overlap. If the overlap
region is too small, the convergence in the iteration may never be achieved. The choice of a
coarse model is problem dependent and there is still a lot of research to be done.

The SM only establishes a mapping between two parameter spaces at the optimal point
after the optimization is completed based on the coarse model. In other words, it is a
single-point mapping technique. In some cases of modeling and simulation, it is desired to
find a multiple-point mapping that covers a range of parameters of interest. If so, we can
use the mapped coarse model (enhanced coarse model) to replace the fine model without
introducing too much error. This concern finally gave rise to a different concept, that is,
the generalized space mapping (GSM)[10, 11]. The GSM attempts to establish a mapping
between the parameters of the coarse model and the fine model in a certain range of interest
through the optimization procedure. Consequently, the accuracy of this coarse model is
significantly improved to such a level that it is almost as accurate as the fine model with
almost the same computer time as that in the traditional coarse model.

The SM technique is still under development; there is a review paper summarizing this
technique and introducing some recent developments[12].

5.3 Extrapolation and Interpolation Methods

5.3.1 One-Dimensional Asymptotic Waveform Evaluation (AWE)

A very powerful extrapolation method recently developed is the asymptotic waveform
evaluation (AWE) method[1]. The concept of this method comes from the Taylor’s expansion
for a function. That is, if one knows the value and derivative information of a point, one can
extract the information around this point. This concept is extended to a matrix equation
in method of moments (MoM)[13]

Z(k)I(k) = V (k) (5.3.1)

where Z is a square impedance matrix associated with the characteristics of the object to be
analyzed, I is an unknown vector associated with the current distribution to be determined,
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V is a known vector associated with the source or excitation and k = 2π/λ = ω
√

εμ. Since
the matrix Z depends on k, it must be generated and solved repeatedly at each k in order
to obtain a solution over an interested band of k, which is quite time consuming. The AWE
method is a good candidate to solve this problem.

In the AWE method, I(k) is expanded into a Taylor series

I(k) =
Q∑

n=0

Mn(k − k0)n (5.3.2)

where k0 is the expansion point, Mn denotes the unknown coefficients, and Q denotes the
total number of such coefficients. Substituting (5.3.2) into (5.3.1), expanding Z(k), V (k)
into a Taylor series and matching the coefficients of the equal powers of k−k0 on both sides
yield the recursive relation for the moment vectors M0 and Mn in terms of Z−1, Z(i), V (n)

M0 = Z−1(k0)V (k0) (5.3.3)

Mn = Z−1(k0)

[
V (n)(k0)

n!
−

n∑
i=1

Z(i)(k0)Mn−i

i!

]
, n � 1 (5.3.4)

where the superscripts −1 and ( ) denote the inverse operator and ith or nth derivatives
respectively.

The Taylor expansion has a limited bandwidth. To obtain a wider one, I(k) is expanded
into a better behaved rational Padé function. Matching the derivative information of the
Taylor series and the Padé function by equaling the corresponding constant terms, the
coefficients in the Padé function may be obtained. For the moments mn = [Mn](r) of an
output r, we have

[I(k)](r) =

L∑
i=0

ai(k − k0)i

1 +
M∑

j=1

bj(k − k0)j

=
N(k − k0)
D(k − k0)

(5.3.5)

where L + M = Q. Substituting (5.3.2) into (5.3.5) and matching the coefficients of the
same order of k − k0, we have the matrix equation for solving bj :⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

mL mL−1 mL−2 · · · mL−M+1

mL+1 mL mL−1 · · · mL−M+2

mL+2 mL+1 mL · · · mL−M+3

...
...

...
...

mL+M−1 mL+M−2 mL+M−3 · · · mL

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

b1

b2

b3

...

bM

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= −

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

mL+1

mL+2

mL+3

...

mL+M

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.3.6)

and the coefficients ai may be obtained by

ai =
i∑

j=0

bjmi−j 0 � i � L (5.3.7)

It is seen that in AWE, the inverse operation for impedance matrix Z(k) is needed only
once, resulting in dramatic saving of the computer time with reasonable accuracy.
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The adaptive algorithm for AWE is shown in Figure 5.6, where E(f) is the desired quan-
tity.

E( f )   [ f1, f2]

E1( f ) E2( f )

E1( fmid )

E1( fmid )

E2( fmid )

E2( fmid )

fmin =  f1 fmax =  f2

AWEAWE

fmid fmid= =2 2
fmax fmaxfmin fmin+ +────── ──────

If

│ ││ │

││ − < ε  Stop

otherwise, divide the region into  f1  f2, fmid , fmid , , and re-calculate

Figure 5.6 Flowchart of the adaptive algorithm.

When single-point expansion does not satisfy the requirement over the whole frequency
band, the multi-point expansion becomes necessary. The adaptive algorithm given in Figure
5.6 is available for this purpose.

An example of the application of one-dimensional AWE is given in Figure 5.7, where the
dielectric constant of the substrate εr is 2.22, L = 12.5mm, H = 8.79mm, and the thickness
of the substrate is 0.787mm. The frequency range is from 6.5GHz to 8.5GHz. The adaptive
AWE is used to find the frequency response of the input impedance. Figure 5.8 gives a
comparison between the results from MoM only and that from AWE.

Unit: mm

10

10

60

2.42

H

L

Figure 5.7 Microstrip patch antenna in the example.

Other than the frequency, the dielectric constant εr may also be taken as the variable
in AWE[14]. In this case, the derivatives with respect to εr are needed. The approximate
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Figure 5.8 Comparison between the results from the MoM only and from AWE.

images for the microstrip substrate given in (5.3.8)–(5.3.10) are suitable to be adopted[15].

Ge(ρ) ≈ a
π

2

[
L0

( εrρ

h

)
− L0

(
ρ

μrh

)]
− a2

[
exp(−jk0p) − 1

k0ρ

]
(5.3.8)

Gm(ρ) ≈ 0 (5.3.9)

L0(z) = H0(z) − Y0(z) (5.3.10)

where Ge(ρ) and Gm(ρ) are the expressions of the discrete full wave images for electric
and magnetic fields, respectively. H0(z) is the Struve function of zero order, Y0(z) is the
Neumann function of zero order, h denotes the thickness of the dielectric, ρ is the distance
between the source point and the field point and a = [(εrμr − 1)/εr]k0h. In the use of
(5.3.8)–(5.3.10), the following identities should be satisfied:

k0ρ(k0h/εr)2 � 1 (5.3.11)

k0ρ(μrk0h)2 � 1 (5.3.12)

(k0h
√

εrμr )2 � 1 (5.3.13)

It means that (5.3.8)–(5.3.10) are only available for thin substrates. The example is the
same as that in Figure 5.7. The frequency is 7.6GHz and the dielectric constant εr ranges
from 1.5 to 2.9. The results for the real part of the relative impedance are shown in Figure
5.9.

Figure 5.9 Using AWE for dielectric constant εr.
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5.3.2 Two-Dimensional Asymptotic Waveform Evaluation (AWE)

Due to the differentiation rule (df [u(x)]/dx = [df/du][du/dx]), in addition to frequency,
it is possible to take ε or μ as the variable. Moreover, with the multiple Taylor expansion,
the AWE method may be used in the case of multi-dimension. In the microstrip structure,
the sensitivity of the performance to the dielectric constant is also a factor to be concerned
with. For this purpose, 2-D AWE has been developed to extrapolate the responses over
frequency and permittivity simultaneously to characterize microstrip antennas; as a result,
the response over certain frequency and dielectric constant ranges can be extrapolated from
a single point (f, εr) accurately and quickly. The computation time is almost reduced by
two orders compared to the conventional method[16].

Similar to (5.3.1), we start with the matrix equation in the following form:

Z(k, εr)I(k, εr) = V (k, εr) (5.3.14)

where Z, I and V are related to both the wave number k and the dielectric constant εr.
In accordance with the AWE method, I(k, εr) is expanded into a two-dimensional Taylor

series to obtain the solutions of (5.3.14) over certain frequency and permittivity ranges. For
simplicity, in the following we do not distinguish between the notations of the vectors and
matrices. We have

I(k, εr0) =
Q∑

n=0

P∑
m=0

anm(k − k0)n(εr − εr0)m (5.3.15)

anm = Z−1

[
1

(n + m)!
Cn

m+n

∂m+nV

∂nk∂mεr
−

n−1∑
i=0

m−1∑
j=0

aij
1

(n + m − i − j)!
Cn−i

m+n−i−j

· ∂n+m−i−jZ

∂n−ik∂m−jεr
−

n−1∑
i=0

aim
1

(n − i)!
∂n−iZ

∂n−ik
−

m−1∑
j=0

anj
1

(m − j)!
∂m−jZ

∂m−jεr

]

(5.3.16)

where k0 denotes the wave number at the expansion point, anm denotes the unknown coef-
ficients and P × Q denotes the total number of such coefficients.

In order to get the coefficients anm, the derivatives of matrix I have to be generated. The
closed forms in (5.3.8)–(5.3.10) are used to get all the derivatives.

The Taylor expansion has a limited bandwidth. To obtain a wider bandwidth, we represent
I(k, εr) with a better rational Padé function:

I(k, εr) =

X∑
i=0

Y∑
j=0

bij(k − k0)i(εr − εr0)j

F∑
l=0

G∑
m=0

clm(k − k0)l(εr − εr0)m

(5.3.17)

where C00 =1, XF + Y G + X + F + Y + G + 1 = PQ + P + Q. If we make Y = G,
the unknown coefficients bij and cij can be calculated by substituting (5.3.15) into (5.3.17);
then multiplying (5.3.17) by the denominator of the Padé expansion, and matching the
coefficients of the equal powers of k − k0 and εr − εr0. This leads to the matrix equation
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 · · · 0 0 · · · 0 −a0,0

0 1 · · · 0 0 · · · −a0,0 −a1,0

...
...

...
...

...
...

0 0 · · · 1 −aX−F,0 · · · −aX−1,0 −aX,0

0 0 · · · 0 −aX−F+1,0 · · · −aX,0 −aX+1,0

...
...

...
...

...
...

0 0 · · · 0 −aX+1,0 · · · −aX+F,0 −aX+F+1,0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

b0,n

b1,n

...
bX,n

cF,n

...
c0,n

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

n−1∑
i=0

c0,ia0,n−i

n−1∑
i=0

c0,ia1,n−i +
n−1∑
i=0

c1,ia0,n−i

...
n−1∑
i=0

X∑
j=0

cj,iaX−j,n−i

n−1∑
i=0

X+1∑
j=0

cj,iaX−j+1,n−i

...
n−1∑
i=0

X+F+1∑
j=0

cj,iaX+F−j+1,n−i

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.3.18)

where n is from 1 to X . If we solve equation (5.3.18), bij and cij can be obtained, and the
current vector I(k, εr) can also be obtained by the calculated Padé model.

The example is the same as that in Figure 5.7. Figure 5.10 and Figure 5.11 show the real
and imaginary parts of the input impedance as a function of frequency and permittivity,
obtained by using the direct method and the AWE method, respectively. With a frequency
increment of 0.01GHz and a permittivity increment of 0.01, the direct method requires
3,776,000 seconds to obtain the solution on a Personal Computer (1.2GHz AMDT M K7
processor). With AWE (Q = 5, P = 3, G = Y = 3, X = 2, F = 3) to obtain the same
accuracy, only 20,100 seconds are needed, which is 188.8 times faster than the direct method.

In the optimization of a design, people are interested in the size response of a structure as
well. When the size is used as the variable, the AWE method requires the derivatives with
respect to the size. Through fixing the mesh and introducing the rate of the size extension,
the AWE method is extended into size dimension. Examples of calculating the capacitance
of a microstrip patch and the input impedance of a dipole array confirm the validity of this
concept[17, 18].

As one of the interpolation methods, the adaptive frequency sampling (AFS) technique
is widely used. In traditional AFS, it is inevitable to invert an N × N matrix in order to
solve for the coefficients of targeted rational interpolation functions, where N is the number
of samples. The ill-conditioned matrix of a large N restricts traditional AFS techniques
to an electromagnetic simulation accelerator. The general Stoer-Bulirsch (S-B) algorithm
is employed in developing a new AFS scheme (S-B AFS). Since the S-B algorithm is a
recursive tabular method and requires no matrix inversion, it can process a large number
of sampling data for obtaining a rational interpolation function without suffering from the
singularity problem[19]. This attribute virtually leads this AFS approach to an ultra broad-
band interpolation with a single rational function.
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Figure 5.10 Results from the direct method. Figure 5.11 Results from the AWE method.

5.4 Using the Model from Physical Insight to Create a Formula

The extrapolation and interpolation actually belong to the family of model-based param-
eter estimation (MBPE). A systematic introduction of MBPE in electromagnetics may be
found in [20–22]. In this section, we are going to introduce the method of using a model
from the physical insight to create a mutual impedance formula between two antenna ele-
ments. This method is essentially one kind of MBPE. The observation of physical insight
comes from the concept of synthetic asymptote which was introduced in [23] and has found
many applications such as those in [24, 25]. The formula obtained may be used to carry
out the interpolation and even extrapolation in certain ranges with the variables of both the
distance and the angle.

5.4.1 Mutual Impedance Formula Between Two Antenna Elements

Mutual coupling is very important in the design of antenna arrays, especially phased
arrays. In the following, we focus on the elements of a microstrip patch antenna. However,
the method is quite general. Many efforts during the last decades were devoted to finding the
mutual coupling between two elements. The full wave analysis, of course, is the most accurate
method to find the mutual couplings. However, it has been computed less tediously by some
simplified models, such as the transmission line model, magnetic current approximation, etc.
The simplified models of the patch are much faster but may be inaccurate, and frequently
they may be restricted to a certain range of structures such as a thin substrate or regular
patches.

Taking advantage of the knowledge of static variable separation in near field and the
radiation pattern in far field, it is found that the mutual impedance between two arbitrary
patches can be written in a generalized form of separated variables. The relatively small
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number of 12 coefficients can be determined by matching with full wave analysis through
accurate commercial software such as the IE3DT M .

The formula has a similar form as Bailey’s formula[26] derived from the specific case of
coupling between aperture antennas. Bailey’s formula is constructed through observations
on spectral domain and its integration[27]. The formula here is for the general case of
coupling patches and aperture antennas, including the vertical source of probe excitation. It
is constructed through the simpler, spatial domain with variable separations for both static
and radiation fields. The spatial domain is simpler, and its variable separations ensure the
completeness of the constituent functions in the formula, even for the complicated dielectric
substrate of the patch antennas[28, 29].

1) The Division of Near, Far and Surface-Wave Regions

Like the fields produced by a point source, the mutual impedance between two antenna
elements as extended sources can still be divided into three regions in terms of the center-
to-center separation r between the patches in Figure 5.12. That is:

1. The near field for closely spaced adjacent patches with a static dependence of 1/rn+1

where n � 1, which forms the near asymptote of r;

2. The far field for widely separated patches, with a spherical wave dependence of 1/r,
this forms the far asymptote;

3. The surface wave zone for even wider separation with a cylindrical wave dependence
of 1/

√
r, this forms the “far-far” asymptote that may sometimes be neglected. The

reason is that the surface wave may become significant only at 10λ0 or beyond; this
distance could be outside the finite boundary of the antenna array.

z

y

r

x

θ

φ

Figure 5.12 Coordinates of two coupling patches in an array.

2) The Static Field Region—Near Asymptote of Separation r

For coordinates defined in Figure 5.12, in the near field of static field region, according
to the variable separation solution to the Laplace equation, the field of a point source must
have the form:

V (r, φ, θ) =
∞∑

n=0

n∑
m=0

(anmrn +
bnm

rn+1
)Pm

n (cos θ)(cm cosmφ + dm sin mφ) (5.4.1)
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where Pm
n (cos θ) is the associated Legendre function. The coefficient anm is set to zero

because V must be regular at infinite distance r in a coupling formula. The center-to-
center separation r between adjacent patches in a practical array is usually a little larger
than λ0/2. Because r is not very small, and the general static potential terms of 1/rn+1

attenuate quickly, only the terms of the point source, dipole and quadrupole, i.e., n = 0 to
2, are left.

For a microstrip patch, each point source (charge or current) in a patch forms a dipole by
ground plane reflection, and then can be moved to the center of the patch by an addition
theorem as a series of multipoles[30]. This means that patch to patch coupling is a multipole
to multipole coupling with a dependence of 1/rn+m+1, where n and m are the orders of the
two coupling multipoles concerned.

Usually in a microstrip patch array, the substrate thickness is quite small compared to
the free space wavelength λ0, thus approximately the mutual coupling is on the plane of
θ = π/2. The associate Legendre polynomials in (5.4.1) are to be evaluated only at θ = π/2
for the substrate surface and are constants. They then may be absorbed into the coefficients
bnm.

3) The Radiation Field Region—Far Asymptote of the Separation r

In the radiation zone, angle dependence of the field is the radiation pattern of the patch.
With the distance dependence of 1/r and phase changing taken into account, the electric
field Ez should take the form of:

Ez(r, φ) =
exp(−jkr)

r

∞∑
m=0

(cm cosmφ + dm sin mφ) (5.4.2)

The size of the patch is usually on the order of λd/2, where λd is the wavelength in the
substrate; this means that in the far field the radiation pattern can be expressed simply by
a few Fourier terms, say m � 4.

4) The Surface-Wave Field Region—the “Far-Far” Asymptote of Separation r

For the patch antenna using a substrate with a low dielectric constant, the surface wave
may be negligible in comparison with the radiation wave[31]. If it is not negligible, the
surface wave provides the “far-far-field.” We see that surface wave is also a radiation from
a small antenna, this means that surface-wave contribution may also be represented by the
radiation pattern, but with distance dependence of 1/

√
r in (5.4.2). Similar to the radiation

wave, the number m of Fourier terms in φ in surface wave is still less than 4.
We may add that the equation forms of (5.4.1) and (5.4.2) are always valid in the free

space regions above the conductive patch and the dielectric substrate. The patch shape (e.g.,
rectangular or circular), the feed excitation and the grounded substrate can only change the
coefficients bnm, cm and dm in (5.4.1) and (5.4.2).

5) Reciprocity and Symmetry in Azimuth φ Between Two Coupled Patches

The mutual impedance between two patches a and b is given by

Zab =
1

IaIb

∫
a

∫
Ea · JbdSadSb (5.4.3)

where Ea and Jb are the electric field and current on the patch. Eqn. (5.4.3) is the formal link
between the desired mutual impedance and what was discussed in 1) to 4). The reciprocity
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Zba = Zab of the mutual impedance in circuit theory, as well as in the formal link (5.4.3),
means that we must have Zab(φ) = Zab(φ + π) in all regions regardless of the shapes and
feed-probe locations of the two patches. On the other hand, considering that the mutual
coupling between the probe feeds of the two patches is equal for all azimuth φ, and the
current distribution on the patch is symmetrical along x and y directions, we also have
Zab(φ) = Zab(π − φ) = Zab(−φ). The symmetry and reciprocity require that only the
cos 2mφ terms remain (instead of the complete set of sin mφ and cosmφ in (5.4.1) and
(5.4.2) which are non-zero in the mutual impedance of (5.4.3) between two patches). The
reciprocity means that the mutual impedance between two patch antennas is always simpler
in form than the field around a patch antenna, or the Green’s function of a point source.

6) The Mutual Impedance Formula Between Two Patches

To create the formula, in principle, there are four significant terms in 1/rn+1 with n =
−1/2, 0, 1 and 2 for the far asymptotic couplings of surface wave and radiation, and the
near asymptotic couplings of static dipole and quadrupole. Three Fourier components of the
azimuth angle φ satisfying the symmetry relations are used, that is: constant, cos 2φ and
cos 4φ. Thus, by the simple sum of synthetic asymptote, a total of 12(4 × 3) terms with 12
unknown coefficients are to be determined by a numerical match. The mutual impedance
between two patches can be written in a series with the unknown complex coefficients cn,m

as

Zab = η0
exp(−jk0r)

4π

∑
n=−1/2,0,1,2

{[1/(k0r)n+1][cn,0 + cn,2 cos 2φ + cn,4 cos 4φ]} (5.4.4)

where η0 is the intrinsic impedance of free space. It is observed that (5.4.4) has a similar
static term of a variable separated series from the Laplace differential equation, plus extra
terms from radiation and surface waves.

The 12 unknown coefficients cn,m of (5.4.4) can be found by matching with a numerical
solution (e.g. IE3DT M), or measured values, between the center patch at the origin and the
12 coupling patches in a skeleton array as shown in Figure 5.13. When the surface wave is
negligible for low dielectric constant substrate, only 9 coefficients need to be determined. In
this case, the dotted patches 7, 8, 9 in Figure 5.13 are deleted.

y

x107410

2 3

5 6

8 9

1211

Figure 5.13 Layout of IE3DTM computed mutual couplings between the zeroth patch and the nth patch

(n = 1 to 12) for evaluation of the 12 cn,m coefficients.

The skeleton array gives the closest and farthest patch separations to sample the couplings
of the near inductive, far radiation and surface wave fields at different angles φ. The bound-
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ary of the skeleton array may correspond to the boundary of an actual array to be analyzed.
Evidently within the boundary, the intermediate patches may be selected arbitrarily without
significantly increasing the small error in the resulting formula in (5.4.4).

5.4.2 Relationship Between Bailey’s Formula and That in Formula (5.4.4)

In 1996, Bailey proposed a formula of mutual coupling for aperture coupling[26] similar in
form to formula (5.4.4) for patch antenna coupling. His formula is for the mutual admittance
between two apertures in the same ground plane:

Yab =
{[

A1

(
1

k0r

)2

+ A2

(
1

k0r

)3
]

cos2 φ +

[
A3

(
1

k0r

)
+ A4

(
1

k0r

)2

+ A5

(
1

k0r

)3
]

· sin2 φ +

[
A6

(
1

k0r

)
+ A7

(
1

k0r

)2

+ A8

(
1

k0r

)3
]

sin2 2φ

}
e−jkr

(5.4.5)

His formula is postulated from observations on the spectral domain integration for mutual
admittance between apertures on a plane. The unknown coefficients Am are found by
matching with numerical data, in the same way as that in finding cn,m in (5.4.4). The
observation on the spectral domain, in terms of the patch separation r and the azimuth angle
φ, in (5.4.5) applies equally well to mutual admittance and impedances between microstrip
patches. This means that (5.4.5) can equally well be an impedance formula.

With identities of sin2 φ + cos2 φ = 1 and cos 2φ = cos2 φ − sin2 φ, one may convert the
terms in the Bailey’s formula (5.4.5) to resemble the formula (5.4.4), except for the lack
of some radiation 1/k0r terms and all of the 1/

√
k0r surface wave terms specific to the

patch antennas. The radiation and surface wave terms of 1/k0r and 1/
√

k0r with no φ

dependence correspond to the radiations from the feed probe of the patch, as a vertical feed
probe radiates omni-directionally around φ. The inclusion into (5.4.4) of the 1/k0r in all
directions and the surface wave terms 1/

√
k0r, therefore, makes formula (5.4.4) for mutual

impedance more complete.
The completeness of formula (5.4.4) comes from its novel physical basis for finding the

generalized form of separated variables. Based on the static variable separation in near
field, radiation pattern in far field and the possible combination of these two by synthetic
asymptote, all the possible terms, including the probe radiation term and surface wave
terms, are presented in the formulation.

Being more complete with the probe radiation and surface wave terms, formula (5.4.4)
should always be more accurate than Bailey’s formula (5.4.5). With current distribution
computed from IE3DT M and not assumed beforehand, formula (5.4.4) is accurate for a wide
range of practical problems such as for thick substrate and patches whose current distribution
contains effectively many other modes in addition to the dominant (0,1) mode. Even for
other kinds of elements this formula is still applicable because the information related to
the element is involved in the full wave solver in sampling. However, Bailey’s formula will
fail for some problems due to its incompleteness in form, which can be observed from the
following numerical comparisons.

5.4.3 Numerical Results

Formula (5.4.4) is used to compute the mutual coupling of several sets of microstrip
patches. The results are compared with those from experiment, IE3DT M simulation and
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Bailey’s formula. The coefficients are found from a 12-point matching with numerical data
from IE3DTM . Figure 5.13 shows the skeleton array of the patches for determining the
coefficients in formula (5.4.4). For Bailey’s formula, sampling points are fixed, as specified
in his NASA report[26], i.e.,

x = 1.5W, 2.5W, 5W ; y = 1.5L, 2.5L, 5L

Figure 5.14 and Figure 5.15 show the comparison between mutual coupling results from
formula (5.4.4) and those from measurements by Jedlicka et al[32] for E-plane and H-plane
mutual coupling |S12| versus normalized adjacent edge spacing d/λ0 of rectangular patches
and circular patches respectively. The sampling points for formula (5.4.4) are selected as

x = 1.25W, 2.4W, 4W, 7.5W ; y = 1.25L, 2.4L, 4L, 6.5L

−10

−15

−25

−20

−30

−35

−40

−45
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75

(5.4.4)
Experiment [32]

y
W

a

L

x
φ

φ

= 90  (E-plane)

= 0 (H-plane)

│
S 1

2│
(d

B
)

d / λ 0

°

°

Figure 5.14 Comparison of mutual coupling from our method and experiment results from [32],
for rectangular patches on substrate, h = 3.05mm, with patch size of W = 50mm, L = 60mm,

at resonance f0 = 1.56GHz. d is the distance between two adjacent edges.

(After Sun, Chow, and Fang [29], c©2003 Wiley)
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Figure 5.15 Comparison of mutual coupling from our method and experiment results from [32], for
circular patches on substrate , h = 1.575mm, with patch radius of rp = 38.5mm and a feed point location

at radius rf = 11mm, at resonance f0 = 1.44GHz. d is the distance between two adjacent edges.

(After Sun, Chow, and Fang [29], c©2003 Wiley)
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for Figure 5.14 and

x = 2.5rp, 5rp, 8.2rp, 11.3rp; y = 2.5rp, 5rp, 8.2rp, 11.3rp

for Figure 5.15. Good agreement between the two results is observed, despite the fact that
the coefficients in our formula (5.4.4) are evaluated from IE3DT M as stated above and not
from the measurements of [32].

Figure 5.16 shows the mutual impedances versus center-to-center separation r, at differ-
ent azimuth angles φ from Bailey’s formula, our formula, and IE3DT M . The elements are
rectangular patches on substrate with parameters of εr = 2.55, h = 1.57mm, with patch size
of W = 22.6mm, L = 17.6mm and the probe feed is near the center of W with a distance
a = 5mm. The operating frequency is at the resonance of f = 5GHz. The sampling points
for formula (5.4.4) are selected as

x = 1.33W, 3W, 6W, 18.5W ; y = 1.3L, 3L, 8L, 23.8L
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Figure 5.16 Mutual impedance from our method, Bailey’s formula, and IE3DT M , for patch on substrate ,
h = 1.57mm, with size of W = 22.6mm, L = 17.6mm, and probe feed near the center of W with distance

a = 5mm, at resonance f0 = 5GHz, r is the center-to-center distance between two patches.

(After Sun, Chow, and Fang [29], c©2003 Wiley)
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It is observed that both formula (5.4.4) and Bailey’s formula give good results, except that
there are errors from Bailey’s formula when r is large in H-plane. This error comes from
the neglect of the 1/k0r radiation term and of the 1/

√
k0r surface wave terms in Bailey’s

formula. When the substrate becomes thick, the radiation (as well as the surface wave)
becomes stronger in comparison with the induction field. This means that this error of
Bailey’s appears at a smaller r. This early occurrence is observed in a later example in
Figure 5.19.

At off-resonant frequency, say 5.4GHz, the patch current components Jx and Jy generally
decrease except at the feed point. The magnitudes of currents at resonant frequency 5GHz
and at off-resonant frequency 5.4GHz are shown in Figure 5.17 (a) and (b) respectively.
This means relatively larger omni-directional φ terms in (5.4.4) from the feed probe, i.e.
in the 1/

√
k0r surface wave term and in the 1/k0r radiation term. The relatively larger

omni-directional terms at off-resonance are observable in the log-log plots in Figure 5.18,
especially at the φ = 0◦ plot as an earlier appearance at lg(k0r) = 0.9 of surface wave at
a slope of 1/2, instead of the corresponding regular omni-directional term at resonance in
Figure 5.16 at lg(k0r) = 1.3.
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Figure 5.17 Magnitude of currents in x direction |Jx| and in y direction |Jy| for the

patch shown in Figure 5.16. (After Sun, Chow, and Fang [29], c©2003 Wiley)

For thick substrate of air with h = 3mm, Figure 5.19 compares the mutual impedance at
resonance. The sampling points for our formula (5.4.4) are:

x = 1.3W, 3W, 6W, 15.7W ; y = 1.4L, 3L, 6L, 18.8L
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Figure 5.18 Mutual impedance for same patch set as in Figure 5.16 at f = 5.4GHz which
deviates from the resonance. r is the center-to-center distance between two patches.

(After Sun, Chow, and Fang [29], c©2003 Wiley)

There is no surface wave in this case, however, the radiation from the longer probe now
contributes more to the mutual impedance in the 1/r term without φ dependence. This
means that Bailey’s formula would fail earlier at lg(k0r) = 0.8 in the thick substrate case
here, rather than at lg(k0r) = 1.3 in the thin substrate case in Figure 5.16.
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Figure 5.19 Mutual impedance for patches on substrate air, substrate thickness h = 3mm, with
W = 30mm, L = 25mm, and a = 2mm, at resonance f0 = 5.45GHz, r is the center-to-center
distance between two patches. Three lines are from: (5.4.4), Bailey’s formula and IE3DTM .

(After Sun, Chow, and Fang [29], c©2003 Wiley)

Formula (5.4.4) is also used to compute mutual couplings between slot coupled microstrip
antennas. Figure 5.20 shows the comparison of mutual coupling from formula (5.4.4) IE3DT M

and the computation from [33]. Good agreements are observed as well. In this example, for
formula (5.4.4) the sampling points are selected as

x = 1.2PW , 1.5PW , 2.4PW , 5.8PW ; y = 1.2PL, 1.5PL, 2.4PL, 5.8PL

Formula (5.4.4) being more complete with the probe radiation and surface wave terms,
should be more accurate than the Bailey’s formula (5.4.5). The above results show that
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our formula is indeed more accurate when compared with the IE3DT M results and the
measurement results.
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(a) Structure of the slot-coupled microstrip antenna
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Figure 5.20 Comparison of mutual coupling from formula (5.4.4), IE3DTM and the computation

from [33]. The operation frequency is 12GHz. (After Sun, Chow, and Fang [29], c©2003 Wiley)

The wideband closed-form counterpart of (5.4.4) has been developed and has been used
to analyze the electrically large finite microstrip antenna arrays combined with a full wave
analysis-based network method[41].

5.5 Using Models from the Artificial Neural Network (ANN) to Train
Formula

5.5.1 Concept of the Artificial Neural Network (ANN)

Neural networks have recently gained attention as a fast, accurate and flexible tool for
RF/microwave modeling, simulation and design. A tutorial has been published in [34]
recently. From the viewpoint of application, ANN may be considered as using a model to
train formula. This trained formula can be used to do the interpolation and extrapolation
in certain ranges as well.

A neural network is a simplified mathematical model of a biological neural network. It
consists of a collection of interconnected neurons. Here only a feedforward multilayer per-
ceptron (MLP) neural network, pictorially represented in Figure 5.21 is introduced, which
is suitable for device and circuit modeling[35].
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Figure 5.21 Three-layer neural network.

A feedforward multilayer neural network can be described as a mathematical tool which
is capable of nonlinear mapping in higher dimension. It has been theoretically proven that
a multilayer neural network with at least one hidden layer can model arbitrarily complex
nonlinear input/output relationship y = F (x). Typically, a three-layer neural network is
employed to model a nonlinear relationship.

The input space, x of dimension m, is mapped to the n-dimension output space represented
as a layer of n neurons, through a hidden layer. This hidden layer has a fixed number of
neurons, p, which can vary from problem to problem as will be discussed in the following.
The outputs of any given neurons are the weighted linear combination of the outputs of
all the neurons in the previous layer reflected off a nonlinear transfer function, the most
commonly employed being the sigmoid.

1) Feedforward (Input Signal)

Mathematically, the neural network can be described as the mapping of a set of input
vectors x, whose kth sample is

xk = (xk1, xk2, · · · , xkm) (5.5.1)

to the corresponding output vector

yk = (yk1, yk2, · · · , ykn) (5.5.2)

through a system of weighting factors and biases, which are defined as wih, bh, for i =
1, 2, · · · , m and h = 1, 2, · · · , p and νhj , cj , for h = 1, 2, · · · , p and j = 1, 2, · · · , n, such that
the n outputs are

ykj = f(ζkj) =
1

1 + e−ζkj
(5.5.3)

where

ζkj =
p∑

h=1

zkhνhj + cj (5.5.4)

Here, f(ζ) is the sigmoidal transfer function and zkh is the output of the hth neuron in
the hidden layer expressed as

zkh = f(γkh) =
1

1 + e−γkh
(5.5.5)
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where

γkh =
m∑

i=1

xkiwih + bh (5.5.6)

It is seen that x is related to y by a set of sample data. If the set of samples xk,
k = 1, 2, · · · , N, is chosen such that it is representative of the entire Input/Output (I/O)
space, then the objective mapping function F is learned by the neural network.

2) Back Propagation (Output Error)

The training of the neural network is the process during which the neural network learns
the relationship F between the input and output samples presented to it. This relationship is
learned over several training epochs, in which a large set of I/O data is repeatedly presented
to the neural network. The weights and biases in (5.5.3)–(5.5.6) are adjusted automatically
such that the error between the outputs as predicted by the neural network and the outputs
of the training set is minimized.

Back propagation (BP) is probably the most common algorithm used today in training
feed forward multilayer perceptron (MLP) neural networks. It is based on multilayer error-
correction learning and is described as follows.

For a given set of input data, say xk, k = 1, 2, · · · , N, whose corresponding output set is
dk, if the neural network predicts the output to be yk, the batch-mode back propagation
error E is defined as

E =
N∑

k=1

Ek =
1
N

N∑
k=1

⎡
⎣1

2

n∑
j=1

(ykj − dkj)
2

⎤
⎦ (5.5.7)

where Ek represents the individual mean-squared error of the kth sample. E is the error to
be minimized during training. After each training epoch, during which the set of N data
points is presented to the network, this error is determined, and the weights and biases are
updated in the general direction of error minimization. The updating equations for the tth
epoch, with momentum α and learning rate η are

νt+1
hj

= νt
hj

+ ηEt · ∂Et

∂νhj

+ α
(
νt

hj
− νt−1

hj

)
(5.5.8)

wt+1
ih =wt

ih + ηEt · ∂Et

∂wih

+ α
(
wt

ih − wt−1
ih

)
(5.5.9)

bt+1
h

= bt
h

+ ηEt · ∂Et

∂bh

+ α
(
bt

h
− bt−1

h

)
(5.5.10)

ct+1
j

= ct
j
+ ηEt · ∂Et

∂cj

+ α
(
ct

j
− ct−1

j

)
(5.5.11)

The error sensitivities in the above equation are calculated using the following equations:

∂E

∂νhj

=
∂E

∂ykj

∂ykj

∂ζkj

∂ζkj

∂νhj

=
1
N

N∑
k=1

(ykj − dkj)ykj(1 − ykj)zkh

=
1
N

N∑
k=1

δ
(0)
kj zkh (5.5.12)
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where the term δ
(0)
kj , given by

δ
(0)
kj = (ykj − dkj)ykj(1 − ykj) (5.5.13)

represents the local gradients at the jth neuron in the output layer for the kth sample

∂E

∂wih

=
∂E

∂ykj

∂ykj

∂ζkj

∂ζkj

∂zkh

∂zkh

∂γkh

∂γkh

∂wih

=
1
N

N∑
k=1

zkh(1 − zkh)xki

n∑
j=1

νhjδ
(0)
kj (5.5.14)
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νhjδ
(0)
kj (5.5.16)

The procedure is pictorially shown in Figure 5.22.
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Figure 5.22 Feedforward and back propagation.

3) Training Algorithm

Using the above equations, a modification to the original back propagation training algo-
rithm can be summarized in the following steps, which include a learning rate and momentum
adaptation in order to improve the speed of convergence:

1. Initialization: Choose the number of hidden neurons q and initialize the weights and
biases wih, bh, νhj, and cj with small random numbers. Choose initial values for η and
α.

2. Input: Supply the training sample set (xk,dk) , k = 1, 2, · · · , N to the neural network.

3. Forward propagation: Compute the corresponding neural network output vector yk,
k = 1, 2, · · · , N using (5.5.3)–(5.5.6).
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4. Update (Back propagation of the error): Compute the batch back propagation error E
from (5.5.7), the error sensitivities using (5.5.12)–(5.5.16), and adjust the parameters
of the weights and biases using (5.5.8)–(5.5.11).

5. Termination condition check: If E is less than a specified tolerance value ε, end train-
ing; otherwise, go to next step.

6. Update learning rate and momentum: If E is larger than its previous value then
decrease learning rate and momentum, i.e., η = γ × η and α = γ × α where the
parameter γ is the learning rate adaptation, and go to Step 2. If E is smaller than
its previous value then increase learning rate and momentum, i.e., η = 1/γ × η and
α = 1/γ × α, then go to Step 2.

4) Training Parameters

The efficiency of training depends on the following training parameters:

• Number of hidden neurons q :

Deciding on the size of the hidden layer is a critical part of the design of a neural
network model. Once the number of hidden layers is determined, the number of
neurons in the hidden layer will determine the structure of the network. Unfortunately,
there are no established methods to determine the appropriate number of hidden
neurons required for a given problem. In general, a large number of hidden neurons
are required to model complicated relationship. But too many may result in an over-
trained network that tends to memorize rather than to generalize from data.

• Learning rate η :

This parameter is an important training parameter representing the step size of the
error convergence process. A small value of it affords stability but increases training
time, while a large value of it decreases the stability of the training process. The step
size can be a small fixed constant set by the user, for example, the user set η = 0.1 and
step size remains 0.1 throughout. The step size can also be adaptive during training,
that is, the user initially sets η = 0.1 and later η can be changed during training. For
example, η may be set to η = η/γ, γ = 0.8, if Et decrease steadily during the recent
epochs and equals to η = ηγ, γ = 0.8 otherwise.

• Momentum α :

The momentum term is used to prevent the training algorithm from settling in local
minimum. It also increases the speed of convergence. It is usually set to a positive
value less than 1. Similarly α can also be adaptive during the training through the
learning rate adaptation γ.

• Training tolerance ε :

The critical learning parameter determines the accuracy of the neural network outputs.
A small training tolerance usually increases learning accuracy but can result in less
generalization capability as well as longer training time.

• Learning rate adaptation γ :
An adaptive learning rate decreases training time by keeping the learning rate reason-
ably high while insuring stability.
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5) Model Implementation and Data Generation

The m-input parameters of the neural network could be physical/geometrical parameters
of a given device or circuit. The n-output parameters represent various responses of the
device or the circuit under consideration. The neural network model is capable of mapping
the relationship between the set of parameters defining the physical configuration of a system
and its operational characteristics, and the set of parameters that can be used to analyze
the signal integrity of the system.

To train and validate the neural network, two sets of data are required, the training set and
test set. The neural network is first trained off-line using training samples of input-output
data, and is then applied to simulation.

The training set data are obtained through repeated off-line simulation using an accurate
simulation technique, such as an electrical CAD tool or an EM-field solver. The simulator
is repeatedly called, each time with input variables randomly chosen from the input space.
The training set can also be obtained as a collection of data from actual measurements,
or from a look-up table if available. The number of data points needed in the training set
is important to the training of the network. While training proceeds, if it is found that
there is insufficient error convergence, it is indicative that the training set is probably not
large enough, and should be made larger. Though a large training set would give a better
representation of the Input/Output space to be modeled, too large a training set would
result in a needless increase in the time invested in data generation and training.

The test set, obtained in an identical manner, should be large enough to be representative
of the entire input space, and its contents should be different from those of the training set.
The test set is used solely for the purpose of testing the accuracy of the model during and
after training. If the test error is significantly higher than the training error, it means that
the training set is not large enough, or the neural network is over-trained due to too many
hidden neurons which lead to too much freedom in the I/O relationship represented by the
neural network, where it tends to overfit the training data instead of generalizing.

5.5.2 Hybrid of AWE and ANN

The training is the most important step in the development of ANNs. The actual training
process involves algorithms for finding values of weights associated with various neurons.
This process can be viewed as one of optimization. Various well-known optimization tech-
niques, such as genetic algorithm can be used for this purpose. This process is quite time
consuming. For example, to train an ANN which is available over a wide frequency band,
the computation should be carried out repeatedly at different frequencies. To overcome this
difficulty, the asymptotic waveform evaluation (AWE) previously introduced may be used.
This technique extrapolates the data from one point to a certain range based on the value
and the high order derivatives at this point. This technique is computationally efficient
due to involving the analytical relationships and is available to cases where the derivatives
may be obtained. The 2-D AWE has been used to characterize the microstrip antenna in
Section 5.3.2. such that the response over certain frequency and permittivity ranges can
be extrapolated from single point simultaneously. In this case, the variables in the model
are frequency, relative permittivity, position of feed line and the dimension of the patch. In
the multilayer perceptrons (MLP) neural network shown in Figure 5.23, the top layer is the
output layer and the input impedance and other scattering parameters can be obtained; the
bottom layer is the input layer where frequency, relative permittivity, position of feed line
and the dimension of patch are inputted. The other two layers are hidden layers, and they
can be automatically treated in the software[36].
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Figure 5.23 Multilayer perceptrons (MLP) structure.

In AWE, the differentiation operates on the Green’s function, which does not involve the
dimensions of the object to be analyzed. Therefore it is not able to obtain the response
with respect to the dimensions through AWE. Although size dimensional AWE has been
proposed[17, 18], the fixed mesh causes the variation of the density of the discretization and
consequently limits its application to big changes of the size. Alternatively, in the following,
the sampling data for training, varying with the dimension of the microstrip patch antenna
and the position of the feed line, are calculated point by point. Even in this case, the speed
of training is about one or two orders faster than that of direct training. With the two-
dimensional AWE method and neural network technique in hand, we can accurately and
efficiently construct the neural network model[37]. The flowchart is shown in Figure 5.24.

Frequency Relative permittivity Position of feed line Parameters of dimension

fixedfixed

Two-dimensional AWE algorithm Neural network modeling

AdjustmentOutput variables comparison

Figure 5.24 Process of the hybrid technique.

As the neural network model is constructed, the response of an object varying with each
parameter can be immediately obtained. This trained model may be used in the optimization
of microstrip structures other than microstrip antennas.
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An example is a microstrip antenna consisting of a conducting patch residing on a dielectric
substrate having thickness h = 0.787mm, as is shown in Figure 5.25. The increments
of frequency, relative permittivity, position of feed line H and dimension of patch L are
0.01GHz, 0.01mm, 0.05mm and 0.1mm respectively. In order to get the response under the
following specification: the frequency varies from 7.0GHz to 8.0GHz; the permittivity varies
from 1.8 to 2.8; the dimension L varies from 12.1mm to 13.0mm; the feed line position H
varies from 8.79mm to 3.79mm, the direct method requires 1,152,000,000 seconds to obtain
the solution on a Personal Computer (1.2GHz AMDTM K7 processor). To obtain the same
accuracy, with a general neural network algorithm, including the training time, 576,070
seconds are needed. But with the hybrid method, only 34,630 seconds are needed, which
is 33,266 times faster than the direct method and 16.6 times faster than the general neural
network method (Table 5.4). The window of software “Neuralmodeler” for training is shown
in Figure 5.26 and the final error is less than 0.01. Figure 5.27 and Figure 5.28 show the real
and imaginary parts of the input impedance as a function of frequency, relative permittivity,
for the given dimension L and position H by using the hybrid method of the two-dimensional

60

Reference face
L

H

202.42

Relative permittivity: 1.8-2.8
Frequency: 7.0GHz − 8.0GHz
Thickness: 0.787
L: 12.1 − 13.0
H: 8.79 − 3.79
Unit: mm

Figure 5.25 Antenna geometry.

Table 5.4 The comparison of neural network method and direct method.

Time Neural network method Direct method

Hybrid method General method

Training Sampling 34,560s 576,000s No training

Modeling 70s 70s

Generating response Almost zero Almost zero 1,152,000,000s

Total time 34,630s 576,070s 1,152,000,000s

Figure 5.26 Training neural network model by “NeuroModeler.”
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Figure 5.27 Real part of input impedance.
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Figure 5.28 Imaginary part of input impedance.
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Figure 5.29 Sensitivity of the permittivity.

AWE method and neural network algorithm, respectively. Due to difficulty in presenting
a four dimensional figure, the variables, dimension L and position H, are fixed. When the
neural network model with four variables for this antenna patch is obtained, optimizing and
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designing will be an easy matter. We can use it to select the substrate of a different dielectric
constant, and also to optimize the bandwidth by adjusting the dimension of the patch and
position of the feed line. Because of its computational efficiency, the optimization and the
observation of the sensitivity to the parameters such as the dielectric constant are realizable,
as shown in Figure 5.29. In this example, only four variables are involved. The larger the
number of the variables to be optimized, the larger the reduction of the computer time.

5.5.3 Hybrid of SM and ANN

In ANN, the learning data is usually obtained by either EM simulation or by measurement.
Large amounts of learning data are typically needed to ensure model accuracy. Without suf-
ficient learning samples, the neural models may not be reliable. However, as we have seen,
this is very computation expensive. Hybridization of SM and ANN has been proposed as
another choice to solve this problem. The fundamental idea is to construct a nonlinear
multidimensional vector mapping function P from fine to coarse input space using an ANN.
In so doing, the nonlinearity originally involved in ANN is partly transferred to the coarse
model. The implicit knowledge in the coarse model not only allows to decrease the number
of learning points needed, but also results in the reduction of the complexity and the im-
provement of the performance of the ANN. All of them make this approach more efficient
with respect to the traditional neuro-modeling approach and it is called the space-mapped
neuro-modeling (SMN)[38].

In the SMN approach, mapping from the fine to the coarse parameter space is implemented
by an ANN. Figure 5.30 illustrates the concept of SMN. The key step in SMN is to find the
optimal set of internal parameters of the ANN, in order that the coarse model response is
as close as possible to the fine model response for all the learning points.

Frequency

xf

w

Rf

Rc ≈ Rf
Coarse
modelANN

xc

Fine
model

Figure 5.30 SMN concept.

The mapping can be found by solving the optimization problem

min
w

∥∥∥[
eT
1 eT

2 · · ·eT
l

]T
∥∥∥ (5.5.17)

where vector w contains the internal parameters of the neural network (weights, bias, etc.)
selected as optimization variables, l is the total number of learning samples, and ek is the
error vector given by

ek = Rf (xfi , freqj) − Rc(xc, freqj) (5.5.18)

xc = P(xfi) (5.5.19)

with
i = 1, · · · , Bptr (5.5.20-a)
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j = 1, · · · , Fp (5.5.20-b)

k = j + Fp(i − 1) (5.5.20-c)

where Bptr is the number of training base points for the input design parameters and Fp is
the number of frequency points per frequency sweep. It is seen that the number of learning
samples is l = BptrFp. Similarly, if the number of test base points is Bpte , then the number
of testing samples is t = BpteFp. The specific characteristics of P depend on the ANN
paradigm chosen whose internal parameters are in w.

Once the mapping is found, that is, once the ANN is trained, a space-mapped neuro-model
for fast accurate evaluations is immediately available.

A rectangular microstrip patch antenna as shown in Figure 5.31 is taken as an example
of using SMN. The height of the substrate is 0.5mm, and the dielectric constant is 2.7. The
input parameters of the ANN include the operation frequency of the antenna, the width
of the patch W and the location of the feedline X . The center frequency of the model is
16GHz. The frequency bandwidth is from 15.8GHz to 16.2GHz. The coarse grid (λg/10)
and fine grid (λg/30) of IE3DT M simulator are used as the coarse model and fine model
respectively. The output of the model is S11. The neuro-modeling can be obtained by the
following steps.
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W
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Test base points
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X 
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m
)

Figure 5.31 Microstrip patch antenna. Figure 5.32 Location of the sampling points.

1. Determine the initial values of the neuro-modeling by using the coarse model optimizer.
In this example, W = 5.4101mm and X = 0.4064mm.

2. Define the valid values in Table 5.5 of all parameters.

Table 5.5 Valid range of the input parameters.

Initial value Valid value

Frequency(f)(GHz) 16 15.8-16.2
Width(W )(mm) 5.41019 5.21019-5.61019
Feedline location(X)(mm) 0.4064 0.2064-0.6064

3. Select the sampling points and calculate the EM simulation at the sampling points.
In this neuro-modeling, 13 training base points and 9 test base points are used and
the frequency step is 0.02GHz. In other words, there are 13×21=273 learning points
and 9×21=189 test points to be simulated using fine model. The training base points
and test base points are selected as shown in Figure 5.32.



5.5 Using Models from the Artificial Neural Network (ANN) to Train Formula 201

4. Find the coarse model parameters, for which the responses of the coarse model are
closest to those of the fine model at the corresponding sampling points. First, assuming
that the coarse model point has the same frequency as the fine model point, the optimal
physical dimensions of the coarse model are obtained. At this point, the responses of
all sampling frequencies have the least square error, and one-dimension scanning is
then used to find the mapped frequency.

5. Train the neural network. Error of one input vector is used for updating the weights
and biases. S11 and the error in S11 at the training points and test points are shown
in Figures 5.33 and Figure 5.34. The average errors of training data and test data
are correspondingly about 0.01 and 0.08. Assuming the maximal error vector of the
ANN is ym, the maximal error in S11 caused by ym is in the range of [0.01, 0.1], so
the error of the whole model would also be in this range. A better neural network
algorithm, which has a smaller error vector ym, will surely have less error than the
whole neuro-modeling. It can be seen that the accuracy of ANN and the sensitivity
of the coarse model are important factors for the performance of the neuro-modeling.
In theory, any coarse model can be used in this process. If the coarse model is the
same as the fine model, the ANN mapping is a unit one; if the coarse model is a unit
mapping, the neuro-modeling is just a traditional one.

6. Test the mapping P between parameters and their fine model responses.
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5.5.4 Hybrid of SM/ANN and Adaptive Frequency Sampling (AFS)

In Section 5.5.3, a large quantity of frequency samples is always required in the SM
technique to find the optimized solution in the coarse model. The S-B AFS technique
introduced in [19] and combined with the SM-based neuro-modeling may be used to elim-
inate the computation cost for a large number of frequency sweeps[39]. Numerical results
confirm the validity of this approach in both reducing the sampling time and in increas-
ing the accuracy of the NN. In this scheme, a fine model is sampled at a set of base
points xf at frequency points f ∈ [fmin, fmax] using S-B AFS. For the responses of the
fine models Rf (xf , f1, · · · , fn), curve fittings are carried out in the coarse model to satisfy
Rc(xc, f

′
1, · · · , f ′

n) ≈ Rf (xf , f1, · · · , fn), where the frequency of the fine model may be pro-
jected to another band in order to get a better alliance between the responses of the two
models. Enough frequency points in sampling ensure the consistency of the fitting solution,
which is important in the later NN training. In NN, xc and xf are used as the input and
output data, respectively. With a network trained, the response of the fine EM model can
be well approximated by the responses of the coarse model at the mapped new points.

In order to verify this technique, an edge-fed microstrip antenna, shown in Figure 5.35,
is investigated. In this example, we use a package Zeland IE3DT M as a fine model, and the
cavity model of a rectangular microstrip antenna as a coarse model. The parameters of the
antenna are illustrated in Figure 5.35. The samples distributed in the fine model are equally
spaced, as shown in Figure 5.36. The VSWRs of the antenna in the fine model are shown
in Figure 5.37. The curve in Figure 5.37 is interpolated with 5 or 6 samples using S-B AFS
method. If equal space sampling is used, in order to get the response with the same accuracy,
31 samples are required in each frequency sweep. That is, 83% of the sampling time is saved.
The NN training is conducted by a package called “Neuromodeler.” A back-propagation

Figure 5.35 Center edge-fed microstrip antenna.
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algorithm is used to find a neural network with three layers; one input layer, one output
layer, and one hidden layer. The errors of the samples after the NN training are shown
in Figure 5.38. The number of neurons on each layer is listed in Figure 5.39. The model
comprising the NN and coarse model is tested at two test points. A good agreement can
be observed in Figure 5.40. If the response of the circuit vibrates rapidly in the interested
frequency band, the time saved will be more predominant. The S-B AFS may also be used in
frequency space-mapped neuro-modeling (FSMN) to decrease the cost for frequency sweeps
in sampling[38, 40].
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5.6 Summary

Some effective methods introduced in this chapter are quite general, although only examples
of certain specific applications of microstrip antennas are presented. These methods may be
used flexibly, alone or in hybridization, in order to make full use of the advantages of each.
There is still a lot of research work to be done with these aspects, such as to investigate
the capability of extrapolation of different models and information types; to exploit the
research achievements from areas of Numerical Approximation, System Identification, Signal
Processing and so on; and to apply the extra port method to the problems other than
the linear dipole. In computational electromagnetics, accuracy and efficiency are always a
trade-off. How to achieve a good balance is truly an engineering art. These applications in
designing microstrip antenna arrays will be discussed in the following chapter.
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Problems

5.1 Check the data in Table 5.1.

5.2 Check the data in Table 5.2.

5.3 Check the data in Table 5.3.

5.4 Check the results in Figure 5.4 and Figure 5.5.

5.5 Prove (5.3.3)–(5.3.7).

5.6 Create a mutual coupling impedance formula for two microstrip patch antennas assuming

that the term with 1/r3 distance dependence dominates, and then check with the result from

a full wave analysis solver.

5.7 Repeat Prob. 5.6 assuming 1/r distance dependence.

5.8 Repeat Prob. 5.6 assuming 1/
√
r distance dependence.

5.9 1. Rewrite (5.3.5) into the following form

I(k)D(k) = N(k) (5.6.1)

where

I(k)=m0 +m1(k − k0) +m2(k − k0)
2 + · · ·

mn =
I(n) |k=k0

n!

D(k)=1 + b1(k − k0) + b2(k − k0)
2 + · · ·

N(k)= a0 + a1(k − k0) + a2(k − k0)
2 + · · ·

Upon differentiating with respect to k, this leads to (omitting the explicit k dependence)

I ′D + ID′ = N ′

I
′′
D + 2I ′D′ + ID

′′
= N

′′

I
′′′
D + 3I

′′
D′ + 3I ′D

′′
+ ID

′′′
= N

′′′

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5.6.2)

Matching the constant terms of both sides in (5.6.1) and (5.6.2) results in

m0 = a0

m1 = a1 −m0b1

m2 = a2 −m1b1 −m0b2

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5.6.3)

Prove that (5.6.3) may yield (5.3.6) and (5.3.7).

2. For given function ln(1 + k), k0 = 0, prove that the rational Padé function is

ln(1 + k) ≈ k3 + 21k2 + 30k

9k2 + 36k + 30

3. Compare the behavior of the Padé function and the Taylor expansion of ln(1 + k) (See

reference [20]).



CHAPTER 6

Design of Conventional and DBF Microstrip

Antenna Arrays

6.1 Introduction

In certain applications, system requirements can be met with a single microstrip element.
However, as in the case of conventional microwave antennas in communication and radar,
the realization of some requirements such as high gain, beam scanning and difference pattern
in mono-pulse radar is possible only when discrete radiators are arrayed to form a linear,
planar or volume configuration depending on the intended application.

Due to several attractive advantages of a microstrip antenna array such as low weight,
low profile with conformability and low manufacturing cost, in many military, space, and
commercial applications microstrip arrays are going to replace the conventional high-gain
antennas, for example the array of horns, helices, slotted waveguides, or parabolic reflectors.
However, advantages of the microstrip arrays will still be offset by three inherent drawbacks:
small bandwidth, relatively high feed line loss, and low power-handling capability. To min-
imize these effects, accurate analysis techniques, optimum design methods and innovative
array concepts are imperative to the successful development of a microstrip array antenna.

All the analysis techniques available and the user-friendly software developed based upon
them give engineers powerful tools in the design of antenna and arrays. However, any tech-
nique or software cannot, by itself, generate an array design. The basic design configuration
has to originate from human experience, knowledge, and innovation. In this chapter, the
design methodology of the normal microstrip antenna arrays is discussed.

For the normal microstrip antenna arrays, a module based full wave analysis approach is
utilized in which a given antenna is used as a building block for a higher gain antenna[1].
In this case, the mutual coupling effects are partly involved for the consideration of both
high analysis efficiency and accuracy. For the large phased arrays or ultra low side lobe level
arrays, high analysis accuracy is required. To completely take into account the mutual cou-
pling effect in a finite array environment as well as to maintain the relatively high efficiency,
the element-by-element based full wave analysis approach may be used. In this method,
a N-element array is represented by a multi-port network; each element corresponds to a
port. The interaction between them is included through the entire domain basis function
in method of moments (MoM)[2–4]. For the middle size arrays, the integrated based full
wave analysis approach as is described in [5] and [6] can be used when it is necessary. Many
commercial software packages such as IE3DT M [7] are available for this purpose.

All the design methods described above are for the conventional microstrip antenna arrays
and each element is weighted by the radio frequency (RF) feed network. As we have described
in Chapter 2, in a digital beamforming (DBF) antenna system, the received signals are
detected and digitized at the element level. Digital beamforming is based on capturing
the RF signals at each of the antenna elements and converting them into baseband signals.
The beamforming is carried out by weighting these digital signals, thereby adjusting their
amplitude and phase in such a way that when added together they form the desired beam.
The DBF antenna system is used to produce simultaneous independently steerable multi-
beams. Each beam could also be adaptively nulled, to produce nulls at the direction of
interferences. Therefore, in the design of a DBF antenna array, both the uniformity of the
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elements and the mutual couplings have to be carefully considered. The mutual coupling
reduction and the prediction of the adaptive nulling performance are important. One way
of reducing the mutual coupling is to put an electromagnetic band gap (EBG) structure or
absorbing material between elements. The DBF microstrip antenna array takes advantage
of doing that, because it is exempted from the RF feed network, providing plenty of space.
These factors are the features needed in designing the DBF microstrip antenna array and
will be discussed in this chapter.

6.2 Feeding Architecture

It is the function of the feed to provide correct element excitation and an impedance
match at its input. A wide variety of feed architectures is available. It is necessary to review
them to grasp the significance and limitations of the feeds adapted for microstrip arrays.
The feed systems discussed can be either co-planar with the radiating elements, or situated
in a separate transmission-line layer. In the present discussion, only the most important
types that often challenge the skills of the antenna designers are covered. Series or parallel
or their combinations are the basic forms for feed networks and will be introduced in detail.

6.2.1 Series Feed

In a series feed configuration, multiple elements are arranged linearly and fed serially
by a single transmission line. Figure 6.1 (a) and Figure 6.1 (b) illustrate two different
configurations of the series feed method: in-line feed (series-connected series feed)[8, 9] and
out-of-line feed (shunt-connected series feed)[10]. The in-line feed array occupies the smallest
space with the lowest insertion loss, but generally has the least polarization control and the
narrowest bandwidth.

Antenna element Termination

Feed point Microstrip feed line

(a) In-line feed (series-connected series feed)

Antenna element

Termination

Feed point Microstrip feed line

(b) Out-of-line feed (shunt connected series feed)

Figure 6.1 Series-fed linear arrays.

Two-dimensional series-fed arrays are also possible. A complete end-fed array is shown
in Figure 6.2 (a) and a complete center-fed array is shown in Figure 6.2 (b). The hybrid of
end-fed and center-fed may also be formed.

The series-fed array is classified into two types: a resonant array if the termination is an
open- or short-circuit and a traveling-wave array if the feed line is terminated with a matched
load[11]. In a resonant array, the spacing between two elements is one wavelength on the line,
so any reflected power still produces a broadside beam. For the same reason, the bandwidth
of a resonant array is very narrow. With a slight frequency shift, the one-wavelength spacing
no longer holds, thereby causing the multiple bounced waves to travel back into the input
port as mismatched energy. For the traveling-wave arrays, it is possible to radiate all of the
power input to the antenna. The termination is a matched load, to absorb any power not
radiated. The traveling-wave array has a wider impedance bandwidth. In addition, its main
beam scans as frequency changes. Both in-line and out-of-line feed arrays can be designed
to be of the resonant type or the traveling-wave type.
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Antenna element

Feed point

(a) End-fed (b) Center-fed

Feed point

Antenna element Microstrip lineMicrostrip line

Figure 6.2 Series-fed planar array.

6.2.2 Parallel Feed

The parallel feed is also called the corporate feed. Two basic forms of the parallel fed linear
arrays are shown in Figure 6.3 (a), Figure 6.3(b), which shows that the power is equally split
at each junction; however, different power divider ratios can be chosen to generate a tapered
distribution across the array. If the elements are fed by a power divider with identical
path lengths from the feed point to each element, the beam position is independent of the
frequency and the feed is broadband. By incorporating proper progressive phase shifters or
line extensions, the beam direction can be controlled.

Antenna element

Microstrip feed line
Feed point

(a) Symmetrical configuration

Feed point

(b) Asymmetrical configuration

Figure 6.3 Basic linear parallel feed network.

A one-dimensional parallel feed can be arranged to form a two-dimensional one as shown
in Figure 6.4. The basic sub-array configuration can be extended to larger arrays with
specifically 2n elements per side.

Antenna
element Feed point Microstrip

feed line

Figure 6.4 Basic planar parallel feed.

Corporate-fed arrays are fairly straightforward to design, especially for uniform distri-
bution. By using the module based full wave analysis approach, different sized arrays can
be assembled quite quickly. One of the drawbacks of corporate feeds is that they take up
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considerable room. As the array size increases, so does the line length to any element. The
losses become larger, thereby reducing antenna efficiency. Also, feed line radiation can be-
come a problem. Not only is there some spurious radiation from the straight sections, but
also more importantly, every bend and T-junction are sources of spurious radiation. The
main effects of the spurious radiation are increased side lobe level and reduced gain.

6.2.3 Hybrid Series/Parallel Feed

One- or two-dimensional arrays can have combinations of parallel and series feeds. These
are sometimes referred to as hybrid feeds. Figure 6.5 presents some examples. The hybrid-
fed array achieves a wider bandwidth than does a purely series-fed array having the same
aperture size. Of course, having partial parallel feed, the insertion loss of a hybrid array
is higher than that of a purely series-fed array. This hybrid technique gives the designer a
chance to make design trade-offs between bandwidth and insertion loss.

Antenna element

Microstrip feed line
Feed point

(a) Linear hybrid feed

Antenna element

Microstrip feed line

(b) Planar hybrid feed

Feed point

Figure 6.5 Hybrid-fed arrays with a combination paralled/series feed.

6.2.4 Single-Layer or Multilayer Design and Other Considerations[12]

A microstrip array can be designed in either a single-layer or multilayer configuration.
The factors that determine the choice are complexity and cost, side lobe/cross-pol level,
number of discrete components, polarization diversity, and bandwidth. When the given
electrical requirements are more relaxed, a single-layer design will generally suffice. Because
all the transmission lines and patch elements are etched on the same layer, single layer
design has the advantage of lower manufacturing cost. However, when extremely low side
lobe level or cross-pol radiation (e.g., less than –30dB) is required, the double-layer design
seems to be a better choice. With all the transmission lines etched on the second layer
behind the radiating patch layer, the double layer’s ground plane will shield most of the
spurious radiation of the lines.

It is often desirable to design a microstrip array with larger element spacing so that more
space can be made available for transmission lines and discrete components. However, to
avoid the formation of high grating lobes, element spacing is limited to less than one free-
space wavelength for broadside beam design and less than 0.6 free-space wavelength for a
wide-angle scanned beam. In designing a wide-angle scanned microstrip phased array, sub-
strate thickness, dielectric constant, and element spacing are all important parameters that
need to be considered for reducing mutual coupling effects and avoiding scan blindness[13].

6.3 Design of Power Divider and Transmission on the Transformer

To implement the parallel feed, the power dividers are indispensable. There is no general
guideline for the optimized integrated design of a feed network based on bandwidth or other
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criterion. Usually a good design is considered as having well-matched lines at every stage,
such that the feed network will suffer less from mismatch losses and radiation leakage losses.
In this section, several typical power dividers or couplers are introduced and the transmission
line design formulas are given[11, 12, 14] and are shown in Figures 6.6–6.13. Although the
results from the formulas are not accurate enough, they may serve as an initial guess in the
optimization by using a full wave solver or the coarse model in space mapping technique. The

Z1 Z2 Z3

1
4 λ g−

Figure 6.6 Microstrip transmission line quarter-wave impedance transformer.
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Figure 6.7 Microstrip two-way power divider.
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Figure 6.8 Microstrip two-way power divider with a quarter-wave transformer.
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Figure 6.9 In-line unequal power divider.



212 Chapter 6 Design of Conventional and DBF Microstrip Antenna Arrays

1

2

3

R

a

b

Z 2

Z 3

Z 4

Z 5

Z 0

Z 0

Z 0

λ t / 4 λ t / 4

P2

P3

Z 3 = Z 0

Z 2 = Z 0

=
1

K 
2

K(1+K 
2)

(1+K 
2) / K 

3

Z 4 = Z 0

Z 5 = Z 0

R = Z 0

K

K/

(1+K 
2) / K

Figure 6.10 Branch type isolated in-line (Wilkinson) power divider.
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Figure 6.11 Ring type isolated in-line (Wilkinson) power divider.

Figure 6.12 Microstrip hybrid branch-line power divider with two branches.
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Line 1

The length of branch l3 is longer than that of
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Figure 6.13 Microstrip hybrid branch-line power divider with three branches.

exact structure parameters including the distance l in Figure 6.9 will be finally determined
from the full wave solver.

The estimation of spurious radiation from microstrip lines has been done by using the
full wave analysis in [15]. The highest radiation occurs when the length of the line is near
resonance, and the terminations are either open or short circuits.

It is also observed that a matched load termination at one of the terminals of the microstrip
interconnection reduces the spurious radiation significantly, as compared to the radiation
levels for other terminations that can cause resonances to occur. The distribution of power,
voltage and current on the feed network may be obtained simply from the transmission line
formulas. These results are helpful in observing the matching mechanism and the spurious
radiation.

Consider the microstrip transmission line quarter-wave impedance transformer shown in
Figure 6.14. The formulas for voltage, current and power are given in the following according
to the derivation in Chapter 4. The results in Figure 6.14 may be obtained from (6.3.1)–
(6.3.4).

Vx

V0
=

Yc1/ sinh γc1x

Yx + Yc1 coth γc1x
(6.3.1)

Ix

I0
=

Yx/ sinh γc1x

Yc1 + Yx coth γc1x
(6.3.2)

Yx =Yc1
Yc1 + YL coth γc1(L − x)
YL + Yc1 coth γc1(L − x)

(6.3.3)

Px =
1
2
Vx(Ix)∗ (6.3.4)

For example, when x = 0

Vx=0 = V0 =
1

Y0r + Y0l
=

1
(1/64) + (1/64)

= 32V = |V0|

Ix=0 = I0 = V0Yx=0 = V0
(Yc1)2

YL
= 32 ×

(
1
80

)2

× 100 = 0.5A = |I0|

Px=0 =
1
2
V0(I0)∗ =

1
2
× 32 × (0.5) = 8W = Re(Px=0)
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Figure 6.14 Distribution of power, voltage and current along the transmission line (subscript l denotes

looking left; r, looking right).

when x = 0.5L

Yx=0.5L = Yc1
Yc1 − jYL

YL − jYc1
=

1
80

(0.98 + j0.22)

Vx=0.5L = V0
Yc1/(j

√
2/2)

Yx=0.5L + Yc1(−j)
=

32(−j
√

2)
0.98 − j0.78

= −j28.9(0.98 + j0.78)

|Vx=0.5L| = Re(Vx=0.5L) = 36V
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Ix=0.5L = Yx=0.5LVx=0.5L =
−j28.9

80
(0.98 + j0.22)(0.98 + j0.78)

= −j0.36(0.79 + j0.98)A (6.3.5)

|Ix=0.5L| = Re(Ix=0.5L) = 0.45A

Px=0.5L =
1
2
Vx=0.5L(Ix=0.5L)∗ =

1
2
(−j28.9)(0.98 + j0.78)(0.353 + j0.28)

= (8 − j1.85)W (6.3.6)

(minus imaginary part means that the storage energy is capacitive)

|Px=0.5L| = Re(Px=0.5L) = 8W

when x = L,

Vx=L = VL = −jV0 =
Yc1

YL
= −j32 × 100

80
= −j40V

|Vx=L| = 40V

Ix=L = IL = −jI0
YL

Yc1
= −j0.5 × 80

100
= −j0.4A

|Ix=L| = 0.4A

Px=L =
1
2
Vx=L(Ix=L)∗ =

1
2
(−j40)(j0.4) = 8W = Re(Px=L)

Formulas 6.3.1–6.3.4 are also useful in analyzing the frequency response of the transformer.

6.4 Design Examples of Microstrip Antenna Arrays

In practice, it is often necessary to design an antenna system that must meet the sys-
tem requirements for a certain application. Accordingly, different design strategies will be
taken to satisfy different system constraints. For example, to satisfy the size limitation,
the element spacings in a certain direction must be compressed; to design a low side lobe
level antenna, the current on the array aperture must follow some specified distribution,
say Dolph-Tschebyscheff distribution or Taylor distribution, etc. Generally speaking, the
primary goal for antenna array design is to acquire the required performance characteristics
over a specified frequency band.

In this section, several types of microstrip antenna arrays are introduced including com-
pact, wide bandwidth, low side lobe level, single layer monopulse and LTCC arrays.

6.4.1 Design of a 16GHz Compact Microstrip Antenna Array

The requirements to the array are:
• polarization: linear
• gain: > 22.5dB
• bandwidth: 80MHz
• beamwidth: 3.5◦ − 4.5◦ horizontal and 9◦ − 11◦ vertical
• side lobe level: < −11dB
• size: 230mm×100mm.
One of the first tasks in patch design is the selection of a suitable substrate material.

Considering all the factors, including the price and availability of the material, a substrate
with εr = 2.7, h = 0.5mm, tan δ = 10−4 was chosen in this case.
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One of the most basic configurations for microstrip antennas is a resonant rectangular
patch which has resonant length L and width W . The design procedure provided in Chapter
3 is applied.

After obtaining the preliminary parameters, a MoM based full wave solver IE3DTM [17] is
employed to determine the feeding position and fine tune the design to obtain the desired
antenna characteristics. The dimension of the patch and its VSWR behavior are shown in
Figure 6.15 and Figure 6.16 respectively.

L

W

3.5

3

2.5

2

1.5

1
15.5        15.7         15.9        16.1         16.3        16.5

Frequency (GHz)

V
SW

R

Port 1

Figure 6.15 Microstrip patch antenna with Figure 6.16 VSWR for the patch shown in Figure 6.15.

W = 311mils, L = 207mils.

The parallel feed to rectangular patches is realized through feeding to the non-radiating
edge for its simplicity in feed line and therefore less feed network losses. It is shown in
[16, 17] that when W/L = 1.5, the cross-polarization will be reduced to the minimum. The
2 × 2 sub-array is shown in Figure 6.17.

From the consideration of gain, bandwidth and mutual coupling, the spacing between two
adjacent patches of the normal design is about 0.75 free-space wavelength. To satisfy the
size limitation, spacing in the vertical direction is reduced to 0.63 free-space wavelength,
resulting in strong mutual coupling between the feed line and one edge of the patch. To
solve this problem, the normal T-junction was reshaped into a curved one to move it down
the main feed line[18] as is shown in Figure 6.17.

The commercial software IE3DTM based on the full wave analysis is applied to the design
of this sub-array. The results are used as the basic building block in a loaded feed network
shown in Figure 6.18. This network is designed by using IE3DTM again. The layout of a

1

2

3

4

5

Figure 6.17 Geometry of 2 × 2 sub-array. Figure 6.18 Geometry of a loaded feed network.
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16×8 element array is configured repetitively in the above way, which is called the element-
or module-loaded based full wave analysis method. Through this method, the computation
time is reduced dramatically. The sacrifice is that only part of the mutual coupling effect,
i.e., only the mutual coupling in the 2×2 array, is considered in this method. As this array
is of uniform amplitude and phase distribution, this neglect of mutual coupling does not
introduce much difference to the performance of the array.

The array is fed by a coaxial line. The center conductor of the cable is attached to the
patch, while the outer conductor line is attached to the back side of the printed circuit board.
It has been shown that this feed mechanism introduces an inductive reactance in series to
the antenna array[19]. In addition, when the probe diameter is larger than the width of the
feed line connected to it, a pad has been placed to insure good welding of the probe to the
microstrip line. The discontinuity at the junction of the probe and the feed line may also
introduce large reactance to the circuit. All these factors make the matching between the
antenna and feed line very difficult. In order to cancel this reactance introduced by the
probe feed, stub tuning illustrated in Figure 6.19 is applied. The resulting input impedance
of the array is shown in Figure 6.20.

Stub

Feed line

Probe Pad

Figure 6.19 Wideband impedance matching using tuning stub.
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Figure 6.20 Input impedance of the microstrip antenna array in a Smith Chart,

with or without tuning stubs.

It is observed that the unwanted reactance could be cancelled and thus the wideband
impedance matching is realized. Another important role of these two stubs is that they can
give a useful degree of freedom for tuning, when the experimental VSWR of the array is not
satisfying.
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Figures 6.21 and Figure 6.22 show the compact microstrip antenna array and its char-
acteristic VSWR behavior, respectively. It is observed that the bandwidth is 3.13% for
VSWR< 1.5, and 6.25% for VSWR< 2 (center frequency is 16GHz).

Figure 6.21 Compact microstrip antenna array.

Fifty antenna arrays were manufactured and measured. The typical characteristic of
VSWR and the radiation pattern obtained by far-field measurement method are shown in
Figures 6.23 and Figure 6.24 respectively. The mean values are: bandwidth 6.14% (VSWR<
2), gain 23.7dB, beamwidth 4.11◦ (H-plane) and 9.55◦ (E-plane), side lobe level –11.6dB.
The data show the success of the design.
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Figure 6.22 VSWR of the array. Figure 6.23 Measured VSWR behavior.
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Figure 6.24 Radiation pattern obtained by far-field measurement.
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6.4.2 Design of a Low Side Lobe Level Microstrip Antenna Array

In order to achieve low side lobe level of an array, a tapered distribution on the array
aperture is needed. If a parallel feed network is used, various complicated power dividers
must be designed, which will cause difficulty in impedance matching. Consequently, a simple
structure of a series-fed array with shunt-connected square-shaped microstrip antennas is
employed. The corner-fed square patches have been chosen because they provide a high
input impedance well suited for series array. It is also very easy to feed each element on
the corner; a tapered distribution is readily obtained using quarter-wavelength transformers
along the line. In order to get a broadside pattern, the spacing between two elements should
be one wavelength on the line or a half-wavelength with alternate elements to keep the
in-phase condition.

The full wave IE3DTM solver is again applied to the module of 1 × 8 linear array and
the whole array is also analyzed using module-loaded based full wave analysis. Since in this
case, the element spacings are not very close and the side lobe level is not very low, the
mutual coupling effects will not be so serious as to significantly degrade the performances
the antenna array. This has been validated by the experiment.

The parameters of the substrate chosen are εr = 2.7, h = 0.5mm and tan δ = 10−4. For
the requirement of –18dB side lobe level, taking into account the manufacturing tolerance,
a –25dB Taylor distribution is used for a design. Designed according to the normal design
procedure, a 2 × 16 low side lobe level microstrip antenna array was constructed and is
shown in Figure 6.25. The simulated results about the input impedance of the array are
shown in Figure 6.26. It is observed that the impedance bandwidth (VSWR< 2) is 5%.

Figure 6.25 Geometry of a 2 × 16 low side lobe level microstrip antenna array.
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Figure 6.26 Simulation results of a 2 × 16 low side lobe level microstrip antenna array

designed by the normal procedure.

Generally speaking, the quarter-wavelength impedance transformer is appropriate for the
design of a resistive matching network. However, it is found that the input impedance seen
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at the point A in Figure 6.27 is not pure resistance. As a result, a more useful and flexible
technique called stub matching is applied here, as shown in Figure 6.28[20].

A

Figure 6.27 Normal impedance matching using a quarter-wavelength transformer.

Figure 6.28 Advanced impedance matching using a single tuning stub.

Figure 6.30 gives the simulation results for an advanced 2 × 16 low side lobe level mi-
crostrip antenna array shown in Figure 6.29. The VSWR curve in Figure 6.30 indicates
that good impedance matching results in a larger bandwidth, which is 11.5% (VSWR< 2),
5.7%(VSWR< 1.5).

Figure 6.29 Geometry of the advanced 2 × 16 low side lobe level microstrip antenna.
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Figure 6.30 Simulation results of the 2 × 16 low side lobe level microstrip antenna

array designed by the advanced procedure.

The comparison of the experimental VSWR behavior of the array using different matching
techniques is shown in Figure 6.31. It is observed that the measured bandwidth of the
normal scheme is 3.7% (VSWR< 2). By using the modified scheme with stub matching, the
measured bandwidth is extended to 9.1% (VSWR< 2). The measured radiation pattern in
the H-plane of the designed 2×16 low side lobe level microstrip antenna array is also shown
in Figure 6.32. It is seen the achieved side lobe level is −18.5dB.
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Figure 6.31 Comparison of the measured VSWR for different matching techniques.
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Figure 6.32 Measured radiation pattern in the H-plane of the advanced 2 × 16 low side lobe

level microstrip antenna array.

6.4.3 Design of a Compact Single Layer Monopulse Microstrip Antenna Array
With Low Side Lobe Levels

Monopulse, also called a simultaneous lobe comparison, has been developed as a solution
to overcoming the erroneous angle indication, slow searching speed of the lobe switching and
conical scan techniques used in radar tracking systems.

In traditional monopulse radar systems, the common types of the antennas are Cassegrain
parabolic antennas or lens antennas. The monopulse comparator in such systems is usually
very complicated and heavy. To make full use of the advantages of microstrip antennas,
some microstrip monopulse antennas have been presented[21–23]. In [21], a low cost K-band
microstrip patch monopulse antenna has been proposed. This antenna array is formed by
2× 2 elements and is located at the central part enclosed by the comparator network. This
structure is impossible to use in the sub-array design. In [22], a microstrip monopulse
antenna has been designed at millimeter wave frequency. In this array structure, the com-
parator network is situated at the center of the antenna. But the comparator makes a large
blockage on the antenna aperture, making it difficult to achieve the low side lobe level. In
[23], a low-cost and simple-structured bi-directionally-fed microstrip patch array has been
introduced. However, only one dimensional monopulse performance is obtained, and the
side lobe level is higher than –10dB. Recently a low-cost monopulse radial line slot an-
tenna has been proposed [24]. The radiation elements and feed network of this antenna are
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placed on two layers to eliminate some negative effects, such as spurious radiation from the
feed network and the blockage of the comparator. To alleviate these problems, recently a
monopulse microstrip antenna array in a single layer was proposed[25]. This antenna can
achieve two-dimensional monopulse performances, and the single layer structure is simple
and cost effective.

A. Specification and Structure of the Antenna Array

The performance of the antenna array used in the monopulse radar system is listed in the
following:
• Range of operating frequency: 13.85GHz− 15.1GHz
• Bandwidth: 5.6% (VSWR< 2, central frequency is 14.25GHz)
• Polarization: linear
• Side lobe levels (SLL) of the sum pattern: < −17dB
• Null depths of the difference patterns: < −30dB
• Half-power beamwidth in the E plane: 5.5◦

• Half-power beamwidth in the H plane: 4.7◦

• The maximum gain at the operating frequencies: 24.5dBi
The size of the antenna is 280mm×260mm.
The structure of the antenna as shown in Figure 6.33 includes (1) four sub-arrays con-

nected to the four ports of the comparator; (2) the comparator with four outputs connected
to the sum, H-plane difference, E-plane difference and the matching load respectively; (3)
the snake lines which are used to provide the phase delay needed. Each sub-array is formed
by 8 × 8 patches with the parallel feed. The comparator is formed by four 3dB hybrid
junctions. As the figure shows, the structure in a single layer is very compact. But this
compactness brings some challenging issues in design which will be discussed. The MoM
based full wave commercial software IE3DTM is used in the simulation.

8×8
microstrip

array

Snake line

The comparator
network

Figure 6.33 Structure of the antenna. (After Wang, Fang, and Chen [25], c© 2006 IEEE)

B. The Limitation of Single Layer Structure to the Feed Architectures

The compact single layer structure also brings some limitations in choosing the feed
architectures. If a series feed is used in this design as showed in Figure 6.34, the comparator
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network, placed in the middle of the antenna, would make the spacing L between feed line
and comparator network very small. The strong mutual coupling affects the magnitude and
phase of the feed network and makes it very difficult to achieve low side lobe levels in two
dimensions. To overcome this problem, a parallel feed is adopted in the design.

The horizontal
feed line

The comparator network Connect to vertical feed line

Figure 6.34 Partial structure of the series feed monopulse antenna.

(After Wang, Fang, and Chen [25], c© 2006 IEEE)

C. The Effect of the Blockage on the Side Lobe Level

The comparator with the cross configuration as shown in Figure 6.33 limits the spacing
between two sub-arrays. This blockage would deteriorate the side lobe level. Table 6.1 shows
the deterioration of side lobe level caused by the blockage. The deterioration becomes more
severe when the side lobe level is lower. This Table could serve as a guideline to design this
kind of monopulse microstrip antenna.

Table 6.1 The deterioration of side lobe level caused by the blockage.

(After Wang, Fang, and Chen [25], c©2006 IEEE)

SLL(dB) without blockage SLL(dB) with blockage

16 15.5
18 17.5
20 19
22 21
24 22
26 23
28 24
30 25

D. The Effect of Spurious Radiation to the Side Lobe Level

There are many discontinuities in the feed network and comparator, which produce the
spurious radiation, causing limitation in achieving a lower side lobe level. In [26], Pozar has
mentioned that when the feed network is printed on the same substrate as that of the antenna
elements, the side lobe level will be limited in the range of −15dB–−25dB. To have a good
design, it is very important to evaluate the effect of the spurious radiation. Figure 6.35 and
Figure 6.36 show the H and E plane radiation patterns. Table 6.2 shows the deterioration
of the side lobe at different side lobe levels. For example, due to the spurious radiation, for
a designed side lobe level of −25dB, the achievable side lobe level is only −22dB.

E. The Feed Network Losses

The losses due to the feed network are caused when the wave moves from input port to
all the antenna elements. To evaluate the losses, the transmission coefficients between the
input port and each element are calculated by using IE3DTM. The total power fed to all the
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elements through the feed network is then determined. The difference between the power
with the feed network and that without the feed network is due to the feed network losses.
In this example, according to the method described above, the calculated value of the feed
network losses is −2.93dB.
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Figure 6.35 Radiation patterns with and without
considering the spurious radiation in the H-plane.
(After Wang, Fang, and Chen [25], c© 2006 IEEE)

Figure 6.36 Radiation patterns with and without
considering the spurious radiation in the E-plane.
(After Wang, Fang, and Chen [25], c© 2006 IEEE)

Table 6.2 The deterioration of the side lobe level (SLL) caused by spurious radiation (SR).

(After Wang, Fang, and Chen [25], c©2006 IEEE)

SLL (dB) without SR SLL (dB) with SR

16 16
18 18
20 20
22 22
24 22
25 22

F. Design of the Radiating Structure

One of the most basic configurations for a microstrip antenna is a resonant rectangular
patch which has resonant length L and width W . The design procedure provided by Bahl
and Bhartia[27] is applied to get the preliminary design. The parameters of the substrate
are a dielectric constant 2.7, a thickness 5mm and a loss tangent 0.003. Figure 6.37 shows
the dimension of microstrip patch.

The radiating structure is formed by 16 × 16 patches. The parallel feed to rectangular
patches is realized through feeding to the non-radiating edge for its simplicity in feed line
and therefore there are less feed network losses[17]. From consideration of gain, bandwidth
and mutual coupling, the spacing between two adjacent patches of the conventional design
is about 0.8 free-space wavelengths. Due to the tolerances and other uncertainties, in the
conventional design of an array, the difference between the designed SLL and the required
one is 1dB − 4dB. On both the E-plane and the H-plane, –24dB Taylor’s distribution is
chosen. Due to symmetry, only eight normalized excitation coefficients are given as follows:
1, 0.9595, 0.8758, 0.7557, 0.6223, 0.5067, 0.4316, 0.4062. The nonuniform amplitude distribu-
tion is realized through many power dividers as shown in Figure 6.9. The geometry of the
2 × 2 sub-array is shown in Figure 6.38. As seen in the figure, the normal T-splitter is re-
shaped into a curved one to move down the main feed line and avoid the unwanted coupling
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between the feed line and the patch. IE3DTM is also used. The computational accuracy is
mainly dependent on the discretization. Usually 20 grids per wavelength combined with the
automatic edge cell discretization would be sufficient[7] and we call it a fine model, which
is accurate but time consuming. For example, in our case, to obtain frequency response,
CPU time of 5870 seconds is required. To solve this problem, space mapping (SM)[63, 64]

technique (Ref. Chapter 5) is used by taking 15 grids per wavelength without automatic
edge cell discretization as the coarse model. Thus, the corresponding CPU time is reduced
from 5870 seconds to 100 seconds. Parameters x1, x2 and x3 shown in Figure 6.38 are taken
as the variables to be optimized.

L

W

x1

x1
x2

x3

Figure 6.37 Dimension of a microstrip patch
with W = 8.4mm, L = 6mm, x1 = 0.46mm.

(After Wang, Fang, and Chen [25], c© 2006 IEEE)

Figure 6.38 Geometry of a 2 × 2 sub-array.
(After Wang, Fang, and Chen [25], c© 2006 IEEE)

The objective function is the VSWR at the input port of 2 × 2 sub-array, which is set
to be less than 2 over the total bandwidth. The optimized result from coarse model is
x∗

c = [5.5, 7.59455, 0.71466]T (all in mm). Figure 6.39 shows the responses of the coarse
model and the fine model at the starting point. Figure 6.40 shows the final responses of the
fine model and the coarse model, and xf = [5, 7.69455, 1.11466]T (all in mm).

The total optimization time is several hours. However, if the SM method is not used,
the time of design is dependent on experience. For example, the time needed for our first
design without using the SM method was several days. Table 6.3 shows the values of the
coarse model and the fine model at different stages of the iteration. The results of 2 × 2
sub-arrays are used as basic building block in a loaded feed network as shown in Figure
6.41. This network is designed by IE3DTM again. The layout of a 16 × 16 element array is
configured repetitively in the above way which is called the element-loaded based full wave
analysis method. The sacrifice is that only part of the mutual coupling effect, i.e., only the
mutual coupling in the 2×2 array is involved in this method. From our experience, it would
not cause a problem except for the design of the ultra low side lobe level array. Through
these two methods, computation time is reduced dramatically and the optimization design
becomes feasible.

G. Design of a Monopulse Comparator

The diagram of a monopulse comparator is shown in Figure 6.42. This comparator is
comprised of four 3dB hybrid couplers and several 90◦ delay lines. Figure 6.43 shows the
geometry of an eight port monopulse comparator in the design. Compared with the structure
proposed in [22], the structure in Figure 6.43 is more compact, which could decrease the
blockage in the antenna, and achieve a lower side lobe level. In Figure 6.43, port 1,2,3,4 is
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the input port; port 5,6,7,8 is the output port. The output of port 5 is (1 + 2) + (3 + 4);
the output of port 6 is (1 + 2) − (3 + 4); the output of port 7 is (1 + 3) − (2 + 4); the
output of port 8 is (1 + 4) − (2 + 3). The performances of this comparator are analyzed
by IE3DTM. Table 6.4 shows the amplitude of Smn (m denotes the number of the output
port; n, the input port). Table 6.5 shows the phase of Smn (m, n is defined as the same
as that in the Table 6.4). As shown in Table 6.4 and Table 6.5, the output amplitudes by
the same inputs at ports 1, 2, 3 and 4 could be calculated. The results are shown in Table
6.6. From Table 6.6, the null depth could be calculated at the central frequency, which is
20lg (0.024/1.8376) ≈ −38dB.
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Figure 6.39 A: VSWR of the optimized coarse
model; B: The fine model’s VSWR at the start point.

(After Wang, Fang, and Chen [25], c© 2006 IEEE)

Figure 6.40 A: VSWR of the optimized coarse
model; B: The final VSWR of the fine model.

(After Wang, Fang, and Chen [25], c© 2006 IEEE)

Table 6.3 Values of the coarse model and the fine model at different stages of the iteration

(1: first iteration, 2: second iteration). (After Wang, Fang, and Chen [25], c©2006 IEEE)

1 2

xc1 6 5.5
xc2 7.49455 7.59455
xc3 0.31466 0.71466
xf1 5.5 5
xf2 7.59455 7.69455
xf3 0.71466 1.11466

Figure 6.41 Geometry of a loaded feed. (After Wang, Fang, and Chen [25], c© 2006 IEEE)
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5: (1 + 2) + (3 + 4)

6: (1 + 2) − (3 + 4)

7: (1 + 3) − (2 + 4)

8: (1 + 4) − (2 + 3)
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Figure 6.42 Block diagram of monopulse
comparator. (After Wang, Fang, and

Chen [25], c© 2006 IEEE)

Figure 6.43 Geometry of the microstrip
monopulse comparator. (After Wang,
Fang, and Chen [25], c© 2006 IEEE)

Table 6.4 The amplitude of Smn , units: dB.

(After Wang, Fang, and Chen [25], c©2006 IEEE)

Amp[S(5, 1)] Amp[S(6, 1)] Amp[S(7, 1)] Amp[S(8, 1)]

−6.750 −6.811 −6.646 −6.656

Amp[S(5, 2)] Amp[S(6, 2)] Amp[S(7, 2)] Amp[S(8, 2)]

−6.796 −6.837 −6.788 −6.767

Amp[S(5, 3)] Amp[S(6, 3)] Amp[S(7, 3)] Amp[S(8, 3)]

−6.717 −6.638 −6.630 −6.614

Amp[S(5, 4)] Amp[S(6, 4)] Amp[S(7, 4)] Amp[S(8, 4)]

−6.773 −6.712 −6.684 −6.736

Table 6.5 The phase of Smn , units: deg. (After Wang, Fang, and Chen [25], c©2006 IEEE)

Ang[S(5, 1)] Ang[S(6, 1)] Ang[S(7, 1)] Ang[S(8, 1)]

100.80 102.00 101.20 103.7

Ang[S(5, 2)] Ang[S(6, 2)] Ang[S(7, 2)] Ang[S(8, 2)]

11.07 13.02 −168.20 −167.30

Ang[S(5, 3)] Ang[S(6, 3)] Ang[S(7, 3)] Ang[S(8, 3)]

12.27 −168.90 13.65 −168.10

Ang[S(5, 4)] Ang[S(6, 4)] Ang[S(7, 4)] Ang[S(8, 4)]

−76.98 101.60 102.50 −77.64

Table 6.6 The output amplitudes when the same signals are input.

(After Wang, Fang, and Chen [25], c©2006 IEEE)

Freq(GHz) Port5 Mag Port6 Mag Port7 Mag

14.25 1.8376 0.0015 0.0240

H. Measurements

The prototype antenna is shown in Figure 6.44. The measurements carried out include
antenna pattern and gain at 14.25GHz and VSWR of three ports. Figures 6.45–6.48 show the
E- and H-plane sum and difference patterns of the monopulse antenna, respectively. Figure
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6.49 shows VSWR of three ports. From the measured data, the sum channel side lobe levels
in the E- and H-plane are less than −17dB, respectively. The predicted deterioration of
the side lobe level is caused by the tolerance, spurious radiation, comparator blockage and
other uncertainties. The difference in side lobe level between the predicted and measured
data is about 1dB. This shows that the prediction overestimates the side lobe level. In the
measured H plane sum pattern, we are still not clear for the asymmetrical phenomenon.
The null depths are less than –30dB in both planes. The bandwidth (VSWR< 2) of the
antenna is 5.6%. However, the measured results show that the VSWR curve shifts slightly
from the designed frequency to the higher frequency. This fact suggests that bandwidth
has the potential to be improved through second round correction if necessary. The sum
channel gain is measured as 24.5dBi with half power beamwidth in the E- and H-planes of
5.5 and 4.7 degrees, respectively. The method used to measure the gain of the antenna is
the gain-comparison method. The efficiency of this array is 20%, which is lower than the
conventional microstrip antenna array.

Figure 6.44 The prototype antenna. (After Wang, Fang, and Chen [25], c© 2006 IEEE)
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Figure 6.45 The measured E-plane sum pattern. Figure 6.46 The measured H-plane sum pattern.

(After Wang, Fang, and Chen [25], c© 2006 IEEE) (After Wang, Fang, and Chen [25], c© 2006 IEEE)

The prediction on the performance could be taken as the guideline for the design of this
kind of antennas. Measured results show that the performance of this antenna is acceptable
in most of the cases. This antenna is particularly useful in lightweight monopulse radar
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applications. However, in the proposed design, the compactness of the antenna is achieved
at the price of efficiency.
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Figure 6.47 Measured E-plane difference. Figure 6.48 Measured H-plane difference.

(After Wang, Fang, and Chen [25], c© 2006 IEEE) (After Wang, Fang, and Chen [25], c© 2006 IEEE)
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Figure 6.49 Measured VSWR. (After Wang, Fang, and Chen [25], c© 2006 IEEE)

6.4.4 Design of an Integrated LTCC mm-Wave Planar Antenna Array

A. Outline of the Antenna Array

With the increasing demands of commercial mm-wave applications such as Collision
Avoidance Radar and Local Multi-points Distribution System (LMDS), a multilayer Low
Temperature Co-fired Ceramic (LTCC) large-scale antenna array has attracted some atten-
tion due to its flexibility in manufacturing, the capability of passive integration and the low
production cost. One potential application is to build a microstrip antenna array in an LTCC
substrate. A 256 element antenna array operating at 29GHz on a 12-layer 12.7 × 12.7cm2

LTCC tile was proposed[28]. Figure 6.50(a) shows a photo of the array antenna, which is
directly fed by a piece of WR28 waveguide on the backside. A quasi-cavity-backed patch an-
tenna is used as the radiating element as shown in Figure 6.50(b). This quasi-cavity-backed
patch antenna can achieve a better radiation performance and higher efficiency than those
of its counterparts without the cavity. To reduce the loss and unwanted radiation from the
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feeding network, a mixed feeding network configuration comprising a laminated waveguide
(LWG), microstrip line and required transitions is used.

(a) Photograph of the Integrated LTCC Array
Antenna

(b) Perspective view of the quasi-
cavity-backed patch element

(bottom ground plane is not shown)

(c) Layout of the two by
two sub-array and the
mixed feeding scheme

L

W

Lg

Figure 6.50 Integrated LTCC antenna array. (After Huang, Wu, Fang, and Ehlert [28], c© 2005 IEEE)

B. Radiating Element

It is known that the bandwidth of a traditional patch antenna is proportional to the sub-
strate thickness. To achieve a wider bandwidth, a thicker substrate can be used. However,
working with the high dielectric constant substrate, a thicker substrate will lead to a higher
surface wave loss and consequently degrade the radiation efficiency. For example, an antenna
capable of achieving a 4% 2:1 VSWR bandwidth about 29GHz on Dupont� 943 LTCC sub-
strate (with dielectric constant of 7.5, a loss tangent of 0.002, and a thickness of 0.447mm),
the simulated radiation efficiency using IE3DTM is less than 78%. To improve the radiation
efficiency, a quasi-cavity-backed patch (QCBP) antenna is introduced[29], as shown in Fig-
ure 6.50(a). The length of radiation edge and non-radiation edge are denoted as W and L,
respectively. Two grounded grid-like conducting walls, comprising several metal strips and
filled via-holes, are introduced to minimize the excitation of the surface wave and thus to
improve the radiation efficiency. Using the IE3DTM EM simulation software, a numerical
analysis has been conducted to study the radiation performance of a two by two sub-array,
as depicted in Figure 6.50(c), with the proposed antenna element. As shown in Table 6.7,
by using the grid-like conducting walls the radiation efficiency of the sub-array (η) can be
as high as 94.6% in contrast to the efficiency of 77.9% for the case without the walls. The
separation distance of the wall to the edge of patch antenna, Lg, should be kept close to the

Table 6.7 Simulated radiation efficient of the sub-array.

(After Huang, Wu, Fang, and Ehlert [28], c©2005 IEEE)

Lg(mm) D(dB) η(%) W (mm) L(mm)

0.127 13.1 94.6 2.49 1.49

0.152 13.1 92.3 2.49 1.52

0.178 13.1 90.4 2.49 1.55

Traditional Patch 13.0 77.9 2.54 1.57
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extension length of the fringe field of the patch, in order to maximize the radiation efficiency.
Due to the leaking effect of the meshed wall structure, as shown in Table 6.7, the simulated
optimal Lg is found to be 0.127mm, which is less than the theoretic extension length of
0.178mm.

C. Mixed Feeding Network

Owing to the feature of no radiation loss and low insertion loss, a laminated waveguide
(LWG) is considered to be one of the most effective transmission lines for LTCC mm-wave
applications. A three-dimensional laminated waveguide is built by depositing metal planes
on the top and bottom surfaces of a multilayered substrate and using a pair of grid-like
conductive walls as sidewalls[30]. Assuming low loss and no leakage for the LWG, a mixed
feeding network is proposed as shown in Figure 6.50(a). The main trunk of the feeding
network is constructed by the LWGs. Since extending the LWG feeding network to each
element in the array antenna significantly increases the complicity of the implementation
with negligible loss reduction, as illustrated in Figure 6.51, the sub feeding network of all
the 2 × 2 sub-arrays utilizes traditional microstrip lines. The laminated waveguide feeding
network and the 2 × 2 sub-arrays are separated by an internal ground plane, which serves
as the bottom ground of the array and the top metal wall of the LWG feeding network as
shown in Figure 6.52. A laminated waveguide to microstrip line T-junction[31] can be used
to connect the laminated waveguide feeding network to the microstrip line feeding network.
To provide the LTCC array with an interface to an air waveguide system, a broadband
transition between a laminated waveguide and a WR28 standard waveguide (LWG-to-WG
transition)[32] has been developed and is integrated in the feeding network.

Microstrip line
fed 2×2
subarray

LWG-to-MSL
transition

LWG feeding
network

The first
branch

LWG-to-WG
transition

Figure 6.51 Proposed mixed feeding network configuration.

(After Huang, Wu, Fang, and Ehlert [28], c© 2005 IEEE)
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Filled via-holes for the 
T-Junction

Top layer for patch and
microstrip line feeding network

Upper 4 layers
LTCC substrate

Internal ground

Lower 8 layers LTCC
substrate for the LWG

LWG feeding network and
components

Grid-like narrow sidewalls of the
LWG

Figure 6.52 Vertical structure of the feeding network.

(After Huang, Wu, Fang, and Ehlert [28], c© 2005 IEEE)

D. Loss Analysis and Experimental Results

A prototype of a patch antenna array with proposed quasi-cavity-backed elements and
a prototype of the same patch antenna array without cavity-backing are fabricated using a
12-layer substrate of Dupont� 943 Green TapeTM. An identical feeding network structure
is used in the two prototypes. In the 12-layer substrate, the LWG feeding network is built in
the lower eight layers and the antenna elements and microstrip line feeding network are built
in the upper four layers, as shown in Figure 6.52. The thickness of each layer is 0.11mm.
The 16× 16 elements in the array antenna are excited equally. To verify the concept of the
proposed mixed feeding network and also save the space for other loaded LWG components,
only the first branch of the main trunk is implemented by LWG in the experimental array.
Two types of required transitions, namely the transition from air waveguide to LWG and the
T-junction from LWG to microstrip line, have been integrated in the experimental feeding
network. Simulated results obtained from ANSOFT� HFSSTM show that the insertion
losses of the proposed mixed feed network, and a traditional microstrip edge feeding network
are 3.7dB and 9.6dB respectively, where the cross-sectional dimension of LWG is 2.5mm by
0.22mm, and the microstrip trace width of 100 ohm microstrip line used in the microstrip
line feeding network is 0.1mm. The simulated insertion loss of the experimental feeding
network is 6.63dB. Although the experimental feeding network is just a portion of the
proposed mixed feeding network, the improvement over the microstrip line feeding network is
significant enough to verify the concept of the proposed mixed feeding network. Based on the
calculated radiation efficiency presented in Table 6.7, we can conclude from the simulation,
that the gain of a QCBP array with mixed feeding network and a conventional element array
with a microstrip line feeding network is about 26.46dB and 20.42dB, respectively. Even for
the experimental array, in which LWG is used only for the first branch of the feeding network
and the quasi-cavity-backed elements are used, about 24.23dB gain can be achieved. Figure
6.53 illustrates the measured E-plane radiation pattern of both fabricated array prototypes.
It can be observed that the improvement of the measured gain of the one with quasi-cavity-
backed elements over the one without the cavity-backed elements is about 0.62dB, which is
slightly less than the theoretic gain of 0.84dB as revealed in Table 6.7. The measured gain
to the experimental QCBP array and patch array are 23.53dB and 22.91dB, respectively.
The measured gain is about 0.7dB less than the simulated result. This difference is possibly
caused by the mismatch of the junctions in the feeding the network, which is not accounted
for in the loss analysis.

Based on the application demands, there are other design examples of microstrip antenna



6.5 Mutual Coupling in Finite Microstrip Antenna Arrays 233

arrays considering simple structure, easy feeding, wide bandwidth, high gain, and low cross-
polarization level[70],[71].

−20     −15    −10     −5        0        5        10      15       20
Angle (deg.)

QCBP array

Patch array

0

−4

−8

−12

−16

−20

R
el

at
iv

e 
re

ce
iv

ed
 p

ow
er

 (d
B

m
)

Figure 6.53 Measured E-plane radiation patterns of the array using patch elements and the QCBP

elements. (After Huang, Wu, Fang, and Ehlert [28], c© 2005 IEEE)

6.5 Mutual Coupling in Finite Microstrip Antenna Arrays

6.5.1 Mutual Coupling Effects and Analysis

Mutual coupling between the antenna elements in an antenna array is a potential source
of performance degradation, particularly in a highly congested environment and in the appli-
cations of phased arrays, ultra-low side lobe level arrays, and adaptive nulling arrays. A lack
of knowledge of the correct in-array impedance value may result in impedance mismatch,
errors in the desired pattern and increased side lobe level. The usual element-by-element
approach does not include the effects of scattering from the neighboring elements, because,
in obtaining the mutual impedance between two elements of an array, the physical presence
of other open-circuited elements is ignored. Accurate evaluation of mutual coupling effects
could be achieved by full wave analysis through numerical methods, e.g., the method of mo-
ments (MoM). However, it is time consuming and needs large computer resources, especially
for large arrays. When it is used to calculate moderate sized arrays, some approximations
are made to alleviate the burden of computation. One approximation technique is to use
only a few complex shaped basis functions for every antenna element[33]. This technique is
based on the fact that the currents on the radiator are caused by the feeding source and
the field originating from surrounding elements. Another technique is to reduce the time
consuming Sommerfeld form of the Green’s function to a relatively simple and accurate
closed-form Green’s function[34]. In [35, 36], approximate analytical expressions for spatial
Green’s functions taking into account the terms proportional to 1/

√
R , 1/R, and 1/R2 are

developed. A new expansion wave concept is then introduced to solve the integral equations
describing mutual coupling in the microstrip arrays. This approach yields a much smaller
number of unknowns than with conventional rigorous technique without losing the accuracy.
Actually, for large arrays, this still results in a large number of unknowns. The formulas
presented in [33–36] include the effects of scattering from neighboring elements on the mu-
tual impedance of an array as well as edge effects. However, these methods still require
an intensive computation effort even if some approximations have been made, because the
whole array problem still must be handled.

There is also much research work devoted to rapid numerical techniques to reduce the com-
putation effort in full wave analysis. One powerful numerical technique is CG-FFT[37–39],
which combines the conjugate gradient (CG) method with the fast Fourier transform (FFT).
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Another more efficient method was proposed in [40], where the integral equation was dis-
cretized in the spatial domain by means of a full wave discrete image technique[41, 42]. The
resulting system was solved using BCG algorithm in conjunction with FFT. Also, a fast
array decomposition method (ADM) for accurately modeling finite arrays of complex three-
dimensional structure was developed[43]. However, the analysis of a large finite array, re-
quiring a massive number of unknowns to model, still remains a challenging problem. An
alternative way to deal with the large finite array is to approximate it as an infinite one,
thus the problem is reduced to the analysis of one single unit using a Floquet-type repre-
sentation of fields[44, 45]. To account for the edge effects existing in a practical finite array, a
windowing approach was proposed to obtain the characteristics of the finite array through
convolving the infinite-array characteristics with the amplitude distribution function of the
array[46]. This concept was extended to analyze the finite array by means of a finite ar-
ray periodic Green’s function, with an iterative approach to estimate current distribution
functions for the array elements[47]. The final solutions for current distributions are used to
construct the window function for the finite array. The method of infinite array combined
with convolution technique was derived for large array analysis but has given good results
also for small arrays. This approach is attractive for its simplicity; however, it may still be
unsatisfactory in predicting input impedance of elements close to the edge of the array, espe-
cially when studying aperture arrays on ground planes[48]. To understand and describe the
edge physical mechanism in a full-wave scheme, a hybrid asymptotic MoM method has been
developed for analyzing the large periodic arrays[48, 49]. This work is primarily concerned
with the efficient evaluation of currents on the array elements, not only for the assessment
of truncation effects on the radiation pattern, but especially for the determination of the
antenna input parameters (impedance and/or scattering parameters). However, the appli-
cability of the present formulation is restricted to the case where the surface wave excitation
is not significant and the array must be of periodic structure. Another Floquet-model-based
analysis is presented in [50], where the self and mutual impedance between elements in an
array environment are obtained from Floquet impedances, i.e., the active impedances of an
element in an infinite array, by assuming that the array elements are excited with uniform
amplitude and linear phase distributions in both directions. The technique is appropriate
for estimating the performance of finite-array antennas with arbitrary amplitude and phase
distributions and is simple for handling complex-element structures. However, it does not
take into consideration the edge effects.

One method that can dramatically reduce the time consumption is the element-by-element
analysis which is based on circuit theory[2]. Each antenna element in the array is taken as
a basis function in the moment method, and elements of the impedance matrix are self
and mutual impedance in isolated environment[51, 52]. However, although this procedure
is much better than that of others where mutual interactions are not considered, it is not
always successful. The reason is that the influence of the array environment is not taken
into account. This influence comes from the surface current on parasitic elements even when
they are open-circuited and can be involved in both the finite linear dipole array and finite
microstrip patch array[53–55].

6.5.2 Mutual Coupling in a Linear Dipole Array of Finite Size

A. Element-by-Element Method

In the conventional element-by-element method, each element in the array is taken as a
base function. For an N -element array, the equivalent generator voltage and current at each
element terminal is related by the following matrix equation:
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([Z] + [ZT ])[I] = [Vg] (6.5.1)

Where [Vg ] is the equivalent generator voltage and [I] is the terminal current at the port
of each patch, respectively. [ZT ] is the generator terminating impedance matrix. The
diagonal terms of the moment matrix [Z] are self-impedances, and the off-diagonal terms
are the mutual impedances. [Z] is the impedance matrix where the diagonal elements are
self-impedances and the off-diagonal ones are mutual impedances.

The general voltage excitation can be written as

Vgn = Anejk0(uxn+vyn) (6.5.2)

where, u = sin θ cosφ, v = sin θ sin φ, (xn, yn) is the nth element coordinate, (θ, φ) is the
scan angle, and An is the amplitude of the voltage excitation at the nth element. Given
the generator voltage [Vg], the induced current [I] can be solved from equation (6.5.1). This
current [I] is not of the same distribution of excitation [Vg ] due to the influence of mutual
coupling.

Note that the formula is capable of treating the forced excitation case (ZT = 0) as well as
the free-excitation case (ZT �= 0). The forced excitation may be used to find the radiation
impedances of the arrays without a feed network. When the array is terminated with a feed
network, the free-excitation model should be used.

The input impedance looking into the nth element, which is a function of scan angle θ

and φ, can be written as

Zn
in(θ, φ) =

Vn

In
(6.5.3)

Form (6.5.3) is the input impedance of the element with mutual coupling effect taken into
consideration. The active reflection coefficient at the nth port can then be calculated as [56]

|Rn (θ, φ)| =
∣∣∣∣ Zn

in (θ, φ) − Zn
in (0, 0)

Zn
in (θ, φ) + Zn∗

in (0, 0)

∣∣∣∣ (6.5.4)

The conventional way of finding the impedance matrix [Z] in (6.5.1) is to assume that
the parasitic open-circuited elements have no influence on the self and mutual impedances.
Based on this assumption, the diagonal elements of the matrix [Z] are equal and each is the
self-impedance of an element, and the off-diagonal ones are the mutual-impedances between
two related elements. The properties of single radiators as well as the mutual coupling in two
element arrays have been investigated by a number of authors, and could be found through
accurate and rigorous full wave analysis or some simplified methods.

B. Extra Port Method

In the past, the finite array of printed dipoles has been studied by the element-by-element
analysis[56], in which it is emphasized that in formulating the impedance matrix, the only
approximation is in limiting the number of expansion modes per element, and that the
presence of all elements is accounted for in the complete solution. In fact, if this single-
mode approximation is assumed, the resulting self and mutual impedances calculated by a
spectral domain moment method in an impedance matrix are still obtained from an isolated
environment.

It can be observed from (6.5.1) that mutual interactions between elements are accounted
for through currents at each port. However, due to electromagnetic interactions, surface
current will be induced on parasitic elements when an element in the array is excited. If
isolated self and mutual impedances are used in (6.5.1), the influence of this current can not
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be found, and there will be errors between full wave analysis and the conventional element-
by-element method. To solve this problem, a method of defining extra ports on parasitic
elements was proposed to take account of induced surface current[53], thus to get accurate
impedance matrix of dipole arrays.

Figure 6.54 is the illustration of finding the in-array self impedance of dipole 1 with
a parasitic dipole 2 presented. When dipole 1 exited with a 1A current source, it will
induce surface current on itself as well as on the parasitic element. Due to the open circuit
boundary condition, the distribution of surface current should take the form as shown in
Figure 6.54(b). It is observed that the current distribution on the parasitic dipole is like
two separate excited dipoles. Then, we can divide the parasitic dipole into two sub dipoles,
and define an extra port at the center of each sub dipole to identify the induced surface
currents as shown in Figure 6.54(c). Through this arrangement, the parasitic dipole could
be considered as two sub dipoles with the ports short-circuited. Therefore, their influences
could be found through the conventional element-by-element method, where only isolated
impedance values are needed.

(c) Define extra ports (dot points) on
the parasitic dipole to be equivalent to
the original parasitic dipole(a) Original dipole array

(b) Current distribution on the
dipoles when dipole 1 is excited

Dipole 1 Dipole 2

Port 2b

Port 2a

Figure 6.54 Schematic representation of “extra port” method.

(After Xi, Fang, Sun, and Chow [53], c© 2005 IET)

Similarly, in finding the in-array mutual impedance Zi,j of an N -element dipole array, all
the parasitic elements are divided into two sub-elements. The voltage and current at each
element terminal could be related by

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V1a

V1b
...
Vi
...

Vj

...
VNa

VNb

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ziso
1a,1a Ziso

1a,1b · · · Ziso
1a,i · · · Ziso

1a,j · · · Ziso
1a,Na Ziso

1a,Nb

Ziso
1b,1a Ziso

1b,1b · · · Ziso
1b,i · · · Ziso

1b,j · · · Ziso
1b,Na Ziso

1b,Nb

...
...

...
...

...
...

Ziso
i,1a Ziso

i,1b · · · Ziso
i,i · · · Ziso

i,j · · · Ziso
i,Na Ziso

i,Nb

...
...

...
...

...
...

Ziso
j,1a Ziso

j,1b · · · Ziso
j,i · · · Ziso

j,j · · · Ziso
j,Na Ziso

j,Nb

...
...

...
...

...
...

Ziso
Na,1a Ziso

Na,1b · · · Ziso
Na,i · · · Ziso

Na,j · · · Ziso
Na,Na Ziso

Na,Nb

Ziso
Nb,1a Ziso

Nb,1b · · · Ziso
Nb,i · · · Ziso

Nb,j · · · Ziso
Nb,Na Ziso

Nb,Nb

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I1a

I1b
...
Ii
...
Ij

...
INa

INb

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.5.5)

The superscript iso denotes Z values in an isolated environment. Vi(Vj) and Ii(Ij) stand
for the voltage and current, on the un-split dipole. The voltages on all the sub dipoles
V1a, V1b, · · · , VNa, VNb are set to be zero for the short-circuit condition, which corresponds
to the state that all the parasitic elements are open-circuit.

It should be noted that in (6.5.5), all elements in the Z impedance matrix are isolated
values and can be found through available methods.
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For the calculation of self-impedance in the array environment (i = j), we assume that
Vi is the total voltage on port i when the ith feed line is driven with a 1A source (Ii =
1A). Through solving the above matrix equation (6.5.5), the self-impedance in an array
environment is easily found as:

Zinar
i,i =

Vi

Ii
, i = 1, 2, · · · , N (6.5.6)

For the calculation of mutual impedance in the array environment (i �= j), we assume that
Vi is the total voltage on port i when the jth feed line is driven with a 1A source (Ij = 1A).
Then, the mutual impedance in an array environment Zinar

i,j between element i and j is

Zinar
i,j =

Vi

Ij
, i, j = 1, 2, · · · , N (6.5.7)

Replacing the original matrix [Z] in formula (6.5.1) with the resulting in-array impedance
matrix [Zinar], with the influence of parasitic elements taken into consideration, we have

([Zinar] + [ZT ])[I] = [Vg] (6.5.8)

With the generator voltage [Vg] given, the accurate current [I] could be solved from equation
(6.5.8) by matrix inversion.

C. Examples

Several examples are given to validate the method. The correction procedure described
above is first applied to achieve the corrected impedance matrix in an array environment.
The results obtained from this impedance matrix are noted as “corrected result.” Then
these results are compared with the so-called “uncorrected result” and “full wave result.”

The exact Z14 value is first compared with the result by using our method for a four
uniformly spaced dipole array in Figure 6.55. Also shown is the isolated Z14 value with the
inner two dipoles absent. Each dipole is assumed to have a length l, and a width w. They
are printed on a substrate of thickness h, having a relative dielectric constant εr.
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Figure 6.55 Comparison of exact, uncorrected and corrected values of Z14 in a four uniformly spaced
dipole array. f = 5GHz, εr = 2.55, l = 0.478λ0, w = 0.001λ0, h = 0.15λ0.

(After Xi, Fang, Sun, and Chow [53], c© 2005 IET)

From Figure 6.55, it is seen that although there is only a small difference between the
full-wave result and the uncorrected one, we still find that the difference from results of the
extra port method is even smaller.
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However, the difference becomes larger in a scanning array. An example of a 3×3 array of
center driven dipoles is shown in Figure 6.56. Each dipole is uniformly spaced by a distance
d in x direction as well as in y direction. The magnitude of the active reflection coefficient
for the center and edge element is plotted versus the E-plane scan angle in Figure 6.57(a)
and (b), respectively. It is observed that the corrected solution converges with the exact
solution in both cases.

Ground
plane

ε r

θ

ϕ

h

d

d

1

2

3

4

5

6

7

8

9

Figure 6.56 Geometry of uniformly spaced 3×3 dipole array.
f = 5GHz, d = 0.37λ0, εr = 2.55, l = 0.478λ0, w = 0.001λ0, h = 0.15λ0.

(After Xi, Fang, Sun, and Chow [53], c© 2005 IET)
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Figure 6.57 Active reflection coefficient versus the E-plane scan angle for the 3 × 3 printed dipole array.

(After Xi, Fang, Sun, and Chow [53], c© 2005 IET)

Assume next that we have a 1 × 5 linear scanning array with a spacing d = 0.37λ0 and
a dipole length of l = 0.924λ, as is shown in Figure 6.58. The parameters of this example
are deliberately chosen to be more critical, in order to clearly illustrate the effectiveness of
our method. Figure 6.59(a),(b) shows the active reflection coefficient of the center and edge
element when the array scans in the H-plane.

The resulting H-plane radiation pattern is shown in Figure 6.60. Assume that a –40dB
Tschebyscheff endfire pattern is desired. Without considering the mutual coupling effect,
the array factor is plotted as the solid line. Now the mutual coupling effect is added by
the element-by-element method using the corrected impedance matrix obtained from this
method (broken line). Compared with full wave results from IE3DTM (dashed line), the
result of this method achieves a satisfying accuracy. For further comparison, also presented
is the result from an isolated impedance matrix which is far from the full wave solution.

It is observed from the above simulated results, that compared with the rigorous MoM
using small rooftop basis functions, the extra port method gives a more accurate result than
the conventional element-by-element method does.
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Figure 6.58 Geometry of a uniformly spaced 1 × 5 printed dipole array.

(After Xi, Fang, Sun, and Chow [53], c© 2005 IET)
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Figure 6.59 Active reflection coefficient versus H-plane scan angle for the 1 × 5 printed dipole array.

(After Xi, Fang, Sun, and Chow [53], c© 2005 IET)
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Figure 6.60 The H-plane radiation pattern of a 1 × 5 Tschebyscheff endfire.

(After Xi, Fang, Sun, and Chow [53], c© 2005 IET)

6.5.3 Mutual Coupling in Finite Microstrip Patch Arrays

A. The Application of the Mutual Coupling Formula

The formula (5.4.4) for mutual coupling is very accurate compared with full wave analy-
sis[57], based on the assumption that the patches concerned are isolated, without any nearby
patches. This provides a first approximation of the array impedance matrix which we called



240 Chapter 6 Design of Conventional and DBF Microstrip Antenna Arrays

an isolated impedance matrix [Ziso] because all the parasitic elements are ignored. A cor-
recting procedure has been proposed in [54] which only needs the knowledge of the isolated
element input impedance and mutual impedance of two isolated elements to finally lead to
a corrected matrix [Zinar], that is, the in-array impedance matrix, which is a good approx-
imation of the real one. Because this procedure makes use of the surface mode currents on
the patches to calculate the mutual coupling effects, the current induced on the parasitic
elements would naturally be involved. The primary relations are presented in the following.

Consider patch m in an N patch array, let vm be the dominant mode voltage produced
by a unit amplitude current mode. Then the port voltage Vm is

Vm = amvm + jImXfm (6.5.9)

where Im is feed current, Xfm is the feed reactance of patch m; the dominant mode current
amplitude on the mth patch may be written as

am = emIm +
∑
n�=m

anMmn (6.5.10)

where Mmn is the mutual coupling coefficient between element m and n, provided the
assumption is made that only the dominant modes contribute to the coupling. em is the
excitation coefficient. According to the definition of impedance matrix, the corrected matrix
[Zinar] can be obtained through a series of matrix manipulations

[Zinar] = [v]([U ] − [M ])−1[e] + j[Xf ] (6.5.11)

where [U ] is the identity matrix and [v], [e], [Xf ] are the diagonal matrices of dimension
N × N . In the case of identical patches and feeds

[e] = e[U ], [v] = v[U ], [Xf ] = Xf [U ],

then (6.5.11) reduces to

[Zinar] = Ziso
S ([U ] − [M ])−1 + jXf [U ] (6.5.12)

where Ziso
S is the “subtracted” input impedance of an isolated patch — the total input

impedance minus the feed reactance; [M ] is the mutual coupling coefficient matrix. The
terms Mmn can be determined by relating to the isolated mutual impedance Ziso

mn, i.e., Zab

of (5.4.4) in the following form

Ziso
mn =

vmenMmn

1 − MmnMnm
(6.5.13)

Assuming identically shaped patches (Mmn = Mnm) and identical feeds (em = en), [M ] can
be obtained by

Mmn =
1

2Ziso
mn

[−Ziso
S + [(Ziso

S )2 + 4(Ziso
mn)2]1/2], m �= n (6.5.14)

Mmn = 0, m = n (6.5.15)

If the row and column norms of [M ] are less than one in magnitude, meaning the coupling
is sufficiently weak, the following expansion for terms in (6.5.12) may be used to avoid the
matrix inversion,

([U ] − [M ])−1 = [U ] + [M ] + [M ]2 + · · · (6.5.16)

Finally, the resulting in-array matrix [Zinar] replaces the original matrix [Z] of the conven-
tional element-by-element method, that is
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([Zinar] + [ZT ])[I] = [Vg] (6.5.17)

With the generator voltage [Vg] given, the accurate current [I] could be solved from equation
(6.5.17) by matrix inversion.

Fortunately, a formula for the self-impedance of an isolated patch is available[58, 59]. And
instead of using the moment method, the mutual impedances terms Ziso

mn(m �= n) between
two isolated patches can be calculated by the closed form formula (5.4.4), which can signif-
icantly reduce the computer time, thus making the correction procedure more efficient in
analyzing the finite array. The reason is that the time consumed in calculating the formula
number to be determined can almost be neglected, compared with carrying the MoM for
each pair of Ziso

mn(m �= n). As a result, the larger the array, the more time can be saved. The
only limitation comes from the assumption of the Jackson’s procedure that the elements
are characterized by a single radiation mode. However, this assumption will not lead to
unacceptable errors, because a microstrip patch is a highly resonant structure, and near the
resonance its current distribution can be well approximated by a single mode. This distri-
bution is not greatly affected by the proximity of nearby elements in an array assuming that
the elements are not too closely spaced[58].

B. Numerical Examples

The mutual coupling between elements will change the active radiation pattern of a finite
array. It is also the cause of a blind angle in large phased arrays with a wide scanning range.
These effects of mutual coupling are investigated with some examples in the following.

Consider a 5×5 microstrip patch array, as shown in Figure 6.61. The coordinates of
two coupling patches in an array are shown in Figure 6.62. The array is taken as having
uniformly spaced elements of identical shape, but this is not a necessary restriction.
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Figure 6.61 Geometry of a 5×5 microstrip patch array, W = 22mm, L = 17.4mm,
a probe feed is near the center of W with distance a = 5mm, εr = 2.55,

substrate thickness h = 1.57mm, resonant frequency f0 = 5GHz.

The mutual impedance formula (5.4.4) combined with the correction procedure in [54] is
first applied to obtain the corrected impedance matrix in an array environment. The results
obtained from this impedance matrix are noted as a “corrected result.” Then these results
are compared with the so-called “uncorrected result” (solution obtained from element-by-
element method using an isolated impedance matrix) and the “full wave result” (solution
from the exact impedance matrix calculated by the full wave analyzer IE3DTM ).
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Figure 6.62 Coordinates of two coupling patches in an array.

As is well known, the input impedance of a certain element in an array generally differs
from that of an isolated element because of mutual coupling. This effect is caused by the
difference in coupling environments presented to each element. The active element input
impedance also depends on the array excitation and therefore varies with the scan angle. In
Figure 6.63(a), (b), the active reflection coefficient of the center element in the 5×5 array is
plotted against beam scan angle θ in the H-plane and the E-plane, respectively. It is assumed
that the array is conjugate matched to its broadside scan impedance. It is observed that the
mutual coupling causes impedance mismatch of the patch. Compared with full wave results
of the whole array, the element-by-element method using the corrected impedance matrix is
shown to be more accurate than using an uncorrected one.
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Figure 6.63 Active reflection coefficient versus scan angle for center patch of the 5×5 array.

(After Xi, Fang, Sun, and Chow [55], c© 2005 Wiley)

Next let us assume that a –40dB Tschebyscheff pattern with a scanning angle θ = 20◦ is
desired. Shown in Table 6.8 is the current distribution at the feed terminals of the elements in
the array. The “uncorrected” currents are calculated by using the isolated impedance matrix.
The “corrected” currents are obtained by corrected procedure and the “exact” currents are
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from full wave analysis. Although the former two methods both can incorporate the effect
of mutual coupling, it is seen that the corrected results will be more accurate in predicting
the current distortion, and is also validated by the E-plane pattern shown in Figure 6.64. It
is observed that the side lobe level is far from the desired one of –40dB due to the influence
of mutual coupling. Compared with full wave results from IE3DTM, the corrected results
achieve a more satisfying accuracy than uncorrected ones. For further comparison, also
presented is the array factor which is obtained from standard Tschebyscheff synthesis where
isotropic radiators (without mutual coupling) are assumed.

Table 6.8 Comparison between uncorrected, corrected and exact currents at element

terminals. (After Xi, Fang, Sun, and Chow [55], c©2005 Wiley)

Element
Number

Uncorrected Corrected Exact
Mag. A Phase deg. Mag. A Phase deg. Mag. A Phase deg.

1 0.200 −35.8 0.214 −21.7 0.215 −21.4
2 0.147 37.3 0.145 42.8 0.148 41.3
3 0.146 −95.0 0.162 −84.0 0.166 −81.4
4 0.025 132.0 0.035 102.1 0.035 98.5
5 0.072 −166.3 0.064 −148.0 0.068 −146.0
6 0.210 −34.6 0.234 −23.8 0.237 −24.2
7 0.149 36.0 0.154 40.9 0.158 39.5
8 0.158 −95.9 0.177 −87.7 0.181 −86.7
9 0.027 120.0 0.036 96.6 0.036 92.7
10 0.069 −169.7 0.063 −153.1 0.066 −152.4
16 0.181 −22.1 0.194 −16.5 0.197 −17.0
17 0.127 43.8 0.130 47.45 0.132 46.3
18 0.139 −84.9 0.145 −79.8 0.147 −79.0
19 0.031 115.9 0.032 101.8 0.032 97.4
20 0.052 −158.8 0.051 −141.6 0.053 −139.5
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Figure 6.64 E-plane radiation pattern of a 5 × 5 Tschebyscheff array; the scanning angle is 20◦.

Spacing between elements is d = 0.5λ0. (After Xi, Fang, Sun, and Chow [55], c© 2005 Wiley)

For demonstration purposes, the computer time consumed in getting the exact impedance
matrix at a single frequency point is given in Table 6.9 to validate the efficiency of the
presented approach. All the results are obtained on a PC P4/2.0G. The rigorous moment
method used for comparison is conducted with a mesh size of 20 cells per wavelength.
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Table 6.9 Comparison of the computer time in obtaining the exact impedance matrix using

different methods. (After Xi, Fang, Sun, and Chow [55], c©2005 Wiley)

Method I Method II Method III

Time 1918 0.25# 168.25

• Method I: Full wave analysis;

• Method II: Jackson’s approach (sampling by formula (1));

• Method III: Jackson’s approach (sampling by MoM);

• #: This value does not include the time (approximately 84 seconds) for constructing the formula
described in Section 2. Actually, this part can be regarded as a preprocessor. Once the formula is
constructed, the time consumed in computing this analytical expression can be neglected.

6.6 Introduction to a Digital Beamforming Receiving Microstrip Antenna
Array

In the design of a DBF microstrip antenna array, the challenging problems include the
uniformity, cost, and mutual coupling. There are some possible solutions to these problems,
such as spatial multiplexing technique[65], the techniques of using phase weighting and angle
weighting that was introduced in Chapter 2[66, 67]. The basic concept of these techniques
is to realize the DBF function through one channel. The amplitude and phase distribution
on the aperture is obtained by time sequence. However, the strategy of “using time to
buy space” is not always feasible. In this section, we will focus on the design of the full
DBF microstrip antenna array. The main topics involved are the element uniformity, the
reduction of the mutual couplings and the prediction of adaptive nulling performance in a
DBF microstrip antenna array.

6.6.1 Description of the Antenna Array

In order to satisfy both the wide bandwidth and the simplicity requirements, the U Slot
patch antenna was chosen. The optimization design was determined using the software
IE3DTM. The prototype of this antenna and its characteristics are shown in Figure 6.65
(a)–(d).

An 8 × 8 array was formed as shown in Figure 6.66. The VSWR characteristics of the
64-elements measured in the array environment with the elements other than the measured
ones terminated by open circuit loads and matching loads are shown in Figure 6.67(a), (b).
In the figures, the curves of eight elements, for example, elements no.1–no.8, are of the same
type. It is seen that the VSWR characteristics satisfy the requirements very well.

6.6.2 Mutual Coupling Reduction of the Microstrip Antenna Array

We have seen in Section 6.5 that the mutual coupling effects may deteriorate the per-
formance of the antenna array. In some critical cases, it is desired to reduce the mutual
coupling. The reduction of the mutual coupling may be realized through the sieve test of
the antenna elements. Four kinds of antenna elements with 10% bandwidth (VSWR< 2) are
examined. They are coupled rectangular microstrip patches with an air gap (EMC patch),
the conventional rectangular patch antenna (Patch), the patch antenna with a U-shape slot
(U-slot), and the wideband stacked dipole antenna (Dipole). The simulated results for mu-
tual couplings of the E-plane and the H-plane are shown in Figures 6.68 and Figure 6.69.
It is seen that the mutual coupling of the EMC patch decays monotonically and rapidly as
spacing increases. These results are useful in the application of adaptive nulling and will be
discussed later.
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Figure 6.65 U-slot microstrip patch antenna.

Figure 6.66 Picture of an 8 × 8 U-slot microstrip patch antenna array.

Another effective way for reducing the mutual coupling effects is utilizing the EBG
structure[60, 61]. Based on the given operating frequency, the prototype of two patches
with uniplanar compact electromagnetic bandgap (UC-EBG) structure was designed. The
central spacing between two patches is 0.75λ0. The investigation is for closer spacing.

Figure 6.70 shows that the mutual coupling has at least 6dB reduction within the band-
width from 6.56 − 7.04GHz (VSWR< 2) by using the UC-EBG structure. Moreover, this
UC-EBG structure is very easy to manufacture making it very attractive in high perfor-
mance antenna array design. Especially in the digital beam forming antenna, there is plenty
of space to locate the EBG structure because there is no RF feed network.
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Figure 6.67 VSWR characteristics of an U-slot microstrip patch antenna array.
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6.6.3 Adaptive Nulling

An important function of an adaptive array is to suppress interferences. This is achieved
by steering the nulls of the radiation pattern toward the interferences. However, the depths
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and the accuracy of the positions of the nulls will be significantly affected by the existence
of the mutual coupling between the antenna elements. To take into account the mutual
coupling, a full wave solver should be used. Four kinds of antenna elements given in Section
6.6.1 were examined. It was found that the EMC patch antenna element is the best one.
The mutual coupling and the null depth were calculated for a 1 × 8 linear array at three
different frequencies (6.5GHz, 6.8GHz, and 7.1GHz). The geometry of the array and the
configuration of the interferences are shown in Figure 6.71. Angles θ0, θ1, θ2, · · · are all
smaller than 45◦, and the minimum difference allowed between them is Δθ. The null depth
was calculated at three different frequencies when the number of the interference sources is
one, two and three. The results of in-array mutual coupling are given in Figure 6.72 and
those of the null depth are given in Table 6.10.

Element

Interference 1 Interference 2Signal

d0

θ0
θ1 θ2

Figure 6.71 Geometry of the array.
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Figure 6.72 In-array mutual coupling of the arrays.

Table 6.10 Null depth for two kinds of the antenna arrays ∗.

Num. of interf- Type of Δθ Average Mean square Worse BestCase
erence sources Antennas (deg.) (dB) Error(dB) (dB) (dB)

1 1 U-slot 10◦ −32.1 6.62 −16.0 −47.1
2 1 EMC Patch 10◦ −38.7 6.92 −28.0 −59.0
3 2 U-Slot 8◦ −32.3 6.67 −18.2 −56.1
4 2 EMC Patch 8◦ −36.8 7.72 −17.6 −59.6
5 3 U-Slot 5◦ −27.8 8.02 −8.3 −45.4
6 3 EMC Patch 5◦ −30.5 9.01 −2.4 −57.6

∗ For each case, the number of the statistic tests related to θ is 36.
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The ideal weights and IE3D software were used when calculating the null depth in Ta-
ble 6.10. The results may be somewhat different with different software. Once the mutual
coupling is reduced below a certain level, the simple compensation measure will no longer
be effective. Moreover, for a microstrip patch antenna, the perfect compensation of the
distortion of the current distribution is almost impossible. The reason is that the compen-
sation can only be carried out on port level rather than on the base function level. This
fact suggests that the mutual coupling reduction is more effective and important than the
mutual coupling compensation in adaptive nulling[62].

In addition to the analysis in the frequency domain, the full-wave integrated time-domain
analysis of the microstrip array antenna introduced in [68] is also a good candidate. In
the analysis, a Gaussian pulse excitation is used, and the frequency response of the array
antenna is effectively obtained over a broad frequency range via Fourier transform of the
time-domain field response.

The reduction of mutual coupling between two finite microstrip antenna arrays is also very
important in applications. A full wave analysis-based network method is proposed in [69] to
perform the optimization design of mutual coupling reduction in certain bandwidths. The
experiment result of −10dB mutual coupling reduction in 8% bandwidth has been achieved
and is in good agreement with that from the simulation.
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Problems

6.1 In designing the feed network of a microstrip antenna array, the double mitered bend is often

used as shown in the figure below. For the given parameters: strip width w = 3.13mm,
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substrate thickness h = 1mm, relative permittivity εr = 2.2, tan δ = 0.0011, l = 15mm,

the given frequency f = 10GHz, use the full wave solver to find the optimized parameters

d1 and d2 which would produce the maximum transmission, |S12|. (Answer: d1 = 4.83mm,

d2 = 3.42mm for full wave solver IE3DTM .)

d1

d2

l

l

w2

1

6.2 Design a 8 × 4 (8 in the x direction and 4 in the y direction) element uniform planar array.

The array is formed by single layer microstrip rectangular patches. The central operating

frequency f = 10GHz, bandwidth Δf = 100MHz (VSWR� 1.5), the parameters of the

microstrip substrate are the same as in the above problem. The polarization is linear (vertical

or horizontal). The requirement of the gain is � 21.5dBi.



CHAPTER 7

High Frequency Methods and Their Applications

to Antennas

7.1 Introduction

The well-known methods of optics have found increasing use in the treatment of many
electromagnetic problems when the wavelength is small compared to the size of the scatterer
or antenna. In this chapter we will first examine the principles of geometrical optics followed
by a brief discussion of the more general concept of physical optics. We will see that in
many cases geometrical optics is inadequate to completely describe the behavior of the
electromagnetic field and that it is necessary to include another field called the diffracted
field. The diffracted field, when added to the geometrical field, permits us to solve many
practical radiation and scattering problems in a more straightforward manner than any other
way.

7.2 Geometrical Optics

The variation of the amplitude of the geometrical optics (GO) field within a ray tube
is determined by the law of energy conservation since the rays are lines of energy flow[1].
Consider two wavefronts, L0 and L0 + ΔL, as shown in Figure 7.1. The energy through
cross section dσ0 at P0 must be equal to the energy flux through cross section dσ at P . If
S is the rate of energy flow per unit area, the condition of constant energy flow through the
flux tube is thus

S0dσ0 = Sdσ (7.2.1)

In the case of electromagnetic waves the quan-
tity S is the real part of the complex Poynting
vector and we can assume that

S =
1
2

√
ε

μ
|E|2 (7.2.2)

From (7.2.1) and (7.2.2), we have

|E0|2 dσ0 = |E|2 dσ (7.2.3)

Solving for |E|

|E| = |E0|
√

dσ0

dσ
(7.2.4)

Rays

P

P0

L0

L0 + ΔL

dσ

dσ 0

Figure 7.1 Energy flow through the flux tube

between two wavefronts.

The next step is to express dσ0, dσ in terms of the radii of curvature. Consider the astigmatic
ray tube picture in Figure 7.2. The principal radii of curvature of dσ0 are ρ1 and ρ2 while
the principal radii of curvature of dσ are (ρ1 + l) and (ρ2 + l). We can write out the ratios

dσ0

ρ1ρ2
=

dσ

(ρ1 + l)(ρ2 + l)
or

dσ0

dσ
=

ρ1ρ2

(ρ1 + l)(ρ2 + l)
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Thus
|E| = |E0|

√
ρ1ρ2

(ρ1 + l)(ρ2 + l)
(7.2.5)

Line caustic
l

dσ

dσ0

ρ 1

ρ 2

Figure 7.2 Astigmatic ray tube picture.

Note that the tube of rays converges to a line at ρ1 = 0 and ρ2 = 0 where the cross
section of the ray tube goes to zero. Therefore, the amplitude of the geometrical optics field
description becomes infinite there, although the actual field does not. The locus of points
where the ray tube cross section exhibits such behavior is called a caustic. Caustics may be
a point, a line or a surface. For example, considering a point source as shown in Figure 7.3,
we can construct a ray tube from four rays and write

dσ0

ρ2
=

dσ

(ρ + l)2
(7.2.6)

Thus

|E| = |E0|
√

ρ2

(ρ + l)2
= |E0| ρ

ρ + l
(7.2.7)

The caustic would be located at the point source in this case[1].

ρ l

dσ

dσ0

Figure 7.3 Ray tube of a point source.

In both (7.2.5) and (7.2.7), we note that as l becomes large, we have the usual inverse
distance type field dependence found in the far zone of a three-dimensional source. Often
however, one is concerned with two-dimensional problems where one of the radii of the
curvature, say ρ2, becomes infinite. In such problems

|E| = |E0|
√

ρ1

ρ1 + l
(7.2.8)
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This is a cylindrical wave and as l approaches to infinity, we have an amplitude dependence
of the field at large distances of the form 1/

√
l. Obviously, if both ρ1 and ρ2 are infinite, |E|

is a constant for all values of l resulting in a plane wave.
The electric phase of the ray tube is given by exp(−jβl) and we may write for the ampli-

tude and phase of the field in the ray tube of Figure 7.2

|E| = |E0| ejφ0

√
ρ1ρ2

(ρ1 + l)(ρ2 + l)
e−jβl = |E0| ejφ0A(ρ1, ρ2, l)e−jβl (7.2.9)

where |E0| is the reference amplitude at l = 0, φ0 is the reference phase at l = 0, A(ρ1, ρ2, l)
is the general spatial attenuation factor and e−jβl is the spatial phase delay factor.

Note that when l becomes less than −ρ2 , the quantity under the radical sign at A(ρ1, ρ2, l)
becomes negative and a phase jump of π/2 occurs when the observer passes through the
caustic. While we can neither predict the amplitude nor the phase of the geometrical optics
field at the caustic, we can determine the fields on either side of the caustic[1].

As an example of the use of the geometrical optics, consider the parabolic cylinder reflector
with a central line source at its focus, as depicted in Figure 7.4[2]. Assume that the reflector
extends vertically to y = ±D/2 and thus that the secondary aperture field in the plane
x = a will also have a value in the range −D/2 � y � D/2. It is desired to find P (y) in
watts per square meter in this range, with P (y) the power density in the secondary field at
x = a under geometrical optics assumptions.

y

dy

xx = a
F

Incident ray

Reflected ray

Reflector

y = D / 2

( f ,0,0)

ρ (φ ) dφ

φ

Q

Q′

Figure 7.4 Ray geometry for a parabolic cylinder reflector.

The equation of the parabolic cylinder in polar coordinates is

ρ(φ) =
2f

1 + cosφ
(7.2.10)

where f is the focal distance. From the condition of constant energy flow through the flux
tube, the primary and secondary power flows are equal so that

P (y)dy = I(φ)dφ (7.2.11)

where I(φ) is the primary pattern in watts per radian-meter. From (7.2.10), we have

dρ(φ)
dφ

= ρ(φ) tan
φ

2
(7.2.12)
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Notice that
y(φ) = ρ(φ) sin φ (7.2.13)

The combination of (7.2.12) and (7.2.13) results in

dy(φ)
dφ

=
dρ(φ)
dφ

sin φ + ρ(φ) cos φ = ρ(φ) (7.2.14)

According to (7.2.11) and (7.2.14), the connection between primary and secondary power
distributions is found to be given by the simple expression

P (y(φ)) =
I(φ)
ρ(φ)

(7.2.15)

After having the field distribution on the aperture, the far-field pattern is easy to find by
using the Huygens principle.

Another example is the microstrip reflectarray which is a fairly new antenna concept[3].
It consists of a very thin, flat reflecting surface and an illuminating feed. On the reflecting
surface, there is an array of isolated microstrip patch elements with no feed network. The
feed antenna illuminates these patch elements, which are individually designed to scatter
the incident field with the phase needed to form a constant aperture phase. This operation
is similar in concept to the use of a parabolic reflector shown in Figure 7.5. The surface of
a paraboloidal reflector is formed by rotating a parabola around its axis. Its surface must
be a paraboloid of revolution so that rays emanating from the focus of the reflector are
transformed into plane waves. The design is based on geometrical optics as well. It does
not take into account any diffraction from the rim of the reflector. Referring to Figure 7.5
and choosing a plane perpendicular to the axis and located at O′, from the property of a
paraboloid it follows that

FM + MM ′ = 2FO + FO′ (7.2.16)
y

M

P

O

Parabolic
reflector

Microstrip
reflectarray

F x

M′

P′

O″ O′

Figure 7.5 Two-dimensional configuration of a paraboloidal reflector and microstrip reflectarray.
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and a flat reflecting surface perpendicular to the axis and located at O′′, by geometrical
optics

FP + PP ′ �= 2FO′′ + FO′ (7.2.17)

This surface is formed by a microstrip patch array which is called a microstrip reflectarray.
The phase ΔP for forming a constant aperture phase is provided by the individual reflected
patch element with a different length of open-circuit-terminated transmission line stub, such
that

FP + PP ′ + ΔP = 2FO′′ + FO′ (7.2.18)

The element layout of a microstrip reflectarray is shown in Figure 7.6. To obtain the
phase needed, patches with different sizes can also be used, since this changes the resonant
frequency of the element, and hence its reflection phase[4].

This antenna concept combines some of the best features of the traditional parabolic re-
flector and the microstrip array technology. The major portion of the antenna, the reflecting
surface, is a flat structure with a low profile. Without any power divider, the resistive inser-
tion loss of this large array antenna is very small and is comparable to that of a parabolic
reflector. The antenna, being a printed microstrip array, can be fabricated with a simple,
low-cost etching process, especially when it is produced in large quantities.

Figure 7.6 Element layout of a microstrip reflectarray.

(Source: Seminar notes of Prof. J. Litva of McMaster University)

7.3 Physical Optics

The concept of physical optics (PO) can be considered to be somewhat more general than
GO, since the results obtained from PO may often be reduced to those of GO in the high
frequency limit. Consider a perfectly conducting body, the assumed PO surface current is

JPO = n̂× Htotal in the illuminated region

= 0 in the shadowed region (7.3.1)

where n̂ is a unit normal vector outward from the surface of interest as shown in Figure 7.7.
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Shadow boundary

Shadow
region

Conducting
scatterer

Shadow boundary

Phase reference plane

l
JPO

Hi

n̂

Figure 7.7 Geometry of a perfectly conducting scatterer illuminated by plane wave.

Let us derive an expression for the scattered electric field from such a body. Starting with
the vector potential

A =
∫∫
S

JPOe−jβR

4πR
dS (7.3.2)

where R is the distance between the source point and observation point.
From the image theory, the tangential components of H at a perfect conducting plane

are just twice those from the same source when the conducting scatterer is replaced by
equivalent currents in free space. Thus the PO current is given by

JPO = 2(n̂× Hi) (7.3.3)

if we assume the incident field phase to be zero at the phase reference planes. Making the
customary far-field assumptions we can write

A =
e−jβl0

4πl0

∫∫
S

2(n̂ × Hi)e−jβldS (7.3.4)

from which the far-zone scattered field is given by Es = −jωμA, or

Es = − jωμe−jβl0

4πl0

∫∫
S

2(n̂ × Hi)e−jβldS (7.3.5)

where l is the distance from the phase reference plane in Figure 7.7 to the scatterer and l0 is
the distance from the phase reference plane to the far-field observation point. It should be
noted that this expression for the scattered field is frequency dependent in contrast to the
GO expression which is frequency independent. Therefore, it might be intuitively inferred
that PO provides a more accurate approximation to the scattered field. Let us make a PO
calculation of the radar cross section (RCS) of the sphere, and then compare the results
with those obtained via GO. From (7.3.5) we can write for the magnitude of Es

|Es| =

∣∣∣∣∣∣
ωμ

2πl0

∫∫
S

n̂× Hie
−jβldS

∣∣∣∣∣∣ (7.3.6)
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According to the definition of RCS denoted by σ, we obtain

σ = lim
l0→∞

4πl20
|Es|2
|Ei|2

= lim
l0→∞

4πl20
|Es|2

η2 |Hi|2

=
4π

λ2

∣∣∣∣∣∣
1
Hi

∫∫
S

(n̂ × Hi)e−jβldS

∣∣∣∣∣∣
2

(7.3.7)

For the case of the sphere shown in Figure 7.8, we note that the only component of current
that will have a net contribution to the backscattered field is given by 2âz × (n̂ × âx)Hi.
Due to the vector identity âz × (n̂ × âx)Hi = −(âz · n̂)âxHi we have

σ =
4π

λ2

∣∣∣∣∣∣
∫∫
S

−(âz · n̂)e−j2βzdS

∣∣∣∣∣∣
2

(7.3.8)

a

a − z
z
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e−j2βz

Hi = axHi
^

θ

Figure 7.8 Scattering from a perfectly conducting sphere.

since l = 2z due to the reference plane being the z = 0 plane. From Figure 7.8, we note that

−âz · n̂ = cos θ =
a − z

a
(7.3.9)

and that a surface area element is dS = a2 sin θdθdφ. Since z = a−a cos θ and dz = a sin θdθ,
finally we have[1]

σ =
4π

λ2

∣∣∣∣
∫ 2π

0

∫ a

0

e−j2βz(
a − z

a
)adzdφ

∣∣∣∣
2

=
4π

λ2

∣∣∣∣2π
1

j2β

(
a − 1 − e−j2βa

j2β

)∣∣∣∣
2

(7.3.10)

The exponential term arises from the artificially imposed discontinuity in the current at
the location of θ = π/2 of the sphere. Since this discontinuity is nonphysical, so too is the
exponential term in (7.3.10) and we must disregard it. Thus

σ = lim
βa→∞

πa2

∣∣∣∣1j
(

1 − 1
2jβa

)∣∣∣∣
2

= πa2 (7.3.11)
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We see that in the high-frequency limit, the RCS of the sphere obtained via PO reduces
to that from GO and is the geometric cross section of the sphere.

PO is an approximate method of considerable usefulness that can be expected to provide
an accurate representation of the scattered field arising from a surface where the postulated
PO current is reasonably close to the true current distribution. The PO current will be a
reasonable representation of the true current if the field at the scatterer surface is correctly
given by the GO surface field. Therefore, we can view PO as a high-frequency method that
is an extension of GO[1].

7.4 Diffraction by a Conducting Half Plane With Normal Incidence

Since PO postulates a current only on the lit side and zero current on the shadowed side,
the PO current alone is incapable of correctly predicting a nonzero field in the deep shadow
region. By simple ray tracing it is quite apparent that GO is also incapable of correctly
predicting a nonzero field in the shadow region. However, GO may be extended to include
a class of rays, called diffracted rays, which permits the calculation of fields in the shadow
region of a scatterer. Diffracted rays are produced, for example, as shown in Figure 7.9. It
is these rays that account for a nonzero field in the shadow region. In addition, they also
modify the GO field in the illuminated region.

(a) Wedge (b) Tip (c) Curved surface

Figure 7.9 Examples of diffraction.

Because diffraction is a local phenomenon at high frequencies, the value of the field of a
diffracted ray is proportional to the field value of the incident ray at the point of diffraction
multiplied by a coefficient called the diffraction coefficient. That is, the diffraction coefficient
is determined largely by the local properties of the field and the boundary in the immediate
neighborhood of the point of diffraction. Since it is only the local conditions near the point
of diffraction that are important, the diffracted ray amplitude may be determined from the
solution of the appropriate boundary value problem having these local properties. Such a
problem is called a canonical problem and wedge diffraction is one such canonical problem.
Wedge diffraction is perhaps the most important canonical problem in the extension of GO
as originally proposed by Keller. His theory is known as the geometrical theory of diffraction
(GTD).

Through the use of GO and the solution to a number of canonical problems, such as those
in Figure 7.9, we can construct solutions to more complex problems via the principle of
superposition. To start, we will consider scalar diffraction by an infinitely conducting and
infinitesimally thin half-plane sheet as shown in Figure 7.10. The half-plane is a wedge of
zero included angles. To calculate the field in the region z > 0 , we will use the Huygens
principle in two-dimensions. Thus, each point on the primary wavefront along z = 0 is con-
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Figure 7.10 Field from a Huygens element in the aperture plane.

sidered to be a new source for a secondary cylindrical wave, the envelope of these secondary
cylindrical waves being the secondary wavefront. We assume that ρ � λ and ρ � |x − ξ|,
the inclination of the elemental electric-field vector to the vertical may be ignored, and the
x-component of the electric field at (x, z) point may be written as

Ex(x, z) =
∫ x=∞

x=0

dEx (7.4.1)

where dEx is the electric field at (x, z) due to a magnetic line source parallel to the y-axis
in the z = 0 plane, which actually is the Exâx × n̂ on the aperture with the unit normal of
n̂. According to the distance and phase dependence, we have

dEx(x, z) =
C1√

ρ
e−jβρdξ (7.4.2)

where C1 is a constant, ρ =
√

z2 + (x − ξ)2. With the assumptions of z � λ and z � |x − ξ|,
we may write for the contribution to Ex(x, z) from those two-dimensional Huygens sources
between ξ = a and ξ = ∞

Ex(x, z) =
C1√

ρ
e−jβz

∫ ∞

a

e−jβ(ξ−x)2/(2z)dξ (7.4.3)

Letting γ2 = 2/λz, u = γ(ξ − x), and assuming ρ ≈ z in the amplitude term, then we have

Ex(x, z) = C1

√
λ

2
e−jβz

∫ ∞

γ(a−x)

e−jπu2/2du (7.4.4)

The integral in (7.4.4) is called Fresnel integral.
The Fresnel integral has different definitions such as[5, 6]

F1(t) =
∫ ∞

t

e−ju2
du, F2(t) =

∫ t

0

e−jπu2/2du, F3(t) =
∫ ∞

t

e−jπu2/2du (7.4.5)
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The relationship between them is as follows

F1(t)=
√

π

2
e−jπ/4 −

√
π

2
F2

(√
2
π

t

)

F3(t)=

√
2
π

F1(
√

π

2
t)

F3(t)=
√

2
2

e−j π
4 − F2(t) (7.4.6)

If the lower limit of the integral a in (7.4.4) goes to minus infinity, Ex(x, z) will be equal
to the field strength without the half-plane. Because of the following identity:

F2(∞) =
√

2
2

e−jπ/4 = −F2(−∞) (7.4.7)

formula (7.4.4) yields

lim
x→∞Ex(x, z) = C1

√
λ

2
(1 − j)e−jβz = E0e

−jβz

Solving for C1 and substituting it into (7.4.4) gives the value of Ex(x, z) in terms of E0

Ex(x, z) ≈ E0e
jπ/4

√
2

e−jβz

∫ ∞

γ(a−x)

e−j π
2 u2

du

If the conducting half-plane is located from x = 0 to x = −∞, that is a = 0. The above
expression results in

Ex(x, z) ≈ E0e
jπ/4

√
2

e−jβz

∫ ∞

−γx

e−j π
2 u2

du (7.4.8)

The above formula may be written into the following forms based on (7.4.5) and (7.4.6)

Ex(x, z)=
E0e

jπ/4

√
2

e−jβzF3(−γx) (7.4.9)

=
E0

2
e−jβz

(
1 −√

2ejπ/4

∫ −γx

0

e−j π
2 u2

du

)
(7.4.10)

=
E0

2
e−jβz

(
1 −√

2ejπ/4F2(−γx)
)

(7.4.11)

=
E0

2
e−jβz

(
1 +

√
2ejπ/4F2(γx)

)
(7.4.12)

=E0e
−jβzW (γx) (7.4.13)

The Fresnel integral may be expressed in complex form, that is, F2(υ) = ξ(υ) − jη(υ). A
plot of ξ(υ) against η(υ) with υ = γx as a parameter is shown in Figure 7.11. It is known
as Cornu’s spiral. The radius vector OR marked on the diagram represents the complex
conjugate of F2(υ) for a υ-value of about 1.3. W (γx) is the (complex) ratio of the field at
point P to its value in the absence of the conducting half-plane. Figure 7.12 uses the Cornu’s
spiral to represent W (γx) as the radius vector OQ. From (7.4.7), (7.4.12) and (7.4.13), we
have

lim
γx→∞W (γx) = 1, lim

γx→−∞W (γx) = 0 (7.4.14)

as is seen in Figure 7.12.
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Figure 7.11 Cornu’s spiral : a plot of η(υ) against ξ(υ).
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Notice the asymptotical formula

lim
υ→∞F2(υ) =

√
2

2
e−jπ/4 − 1

jπυ
e−jπυ2/2 (7.4.15)

and

lim
γx→∞Ex(x, z) =

E0

2
e−jβz

[
2 −

√
2 exp(−jπ/4)

πγx
e−jπ(γx)2/2

]
= E0e

−jβz, x > 0 (7.4.16)

From (7.4.11)

lim
γx→−∞Ex(x, z) =

E0√
2
e−jβz

[
exp(j3π/4)

πγx
e−jπ(γx)2/2

]
, x < 0 (7.4.17)
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The detailed dependence of the magnitude of the diffracted field on x is plotted in Figure
7.13. We note that on the shadow boundary the value of the normalized field is 1/2 and that
in the lit region, the value of the field oscillates about the value of unity. This oscillation
can be interpreted as being caused by interference between the diffracted field and the direct
field. Since there is no direct field in the shadow region, we observe that no such oscillation
occurs.

Shadow
boundary O 0.5 1.0 │Ex(P)│

─────
│E0│

x

Figure 7.13 Graph of the magnitude of the diffracted field against distance from the shadow boundary.

The solution we have obtained for the field in the shadow region has an interesting in-
terpretation in terms of Keller’s geometrical theory of diffraction (GTD)[5]. In this theory,
ordinary geometrical rays represent the plane wave incident on the conducting half plane.
The theory applies in the limit of vanishingly small wavelength. Thus, the field in the
illuminated region is due to the unobstructed incident rays, as indicated in (7.4.16).

In addition to this classical geometrical optics field, the geometrical theory of diffraction
supposes that diffracted rays exist. The scalar diffracted field at the observation point P ,
in the zero-wavelength limit, is assumed to be of the form

EP = DE0
e−jβρ

√
ρ

(7.4.18)

where D is termed the diffraction coefficient. To find the analytical form of D, starting from
(7.4.17) and after some simple derivation we have

Ex(x, z) =
jE0

2π sin θ

√
jλ

z
e−jβ[z+x2/(2z)] cos θ, x < 0 (7.4.19)

This is well approximated for small θ by

Ex(ρ, θ) =
jE0

2π sin θ

√
jλ

ρ
e−jβρ cos θ, x < 0 (7.4.20)

To find Eθ, we need to know Hy. The Maxwell’s curl equation gives

Hy =
1

jωμ

[
∂Ez

∂x
− ∂Ex

∂z

]
(7.4.21)

Now we have Ex in hand, through Maxwell’s divergence equation

∂Ex

∂x
+

∂Ez

∂z
= 0 (7.4.22)
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combined with the approximation that the amplitude of Ez is a slowly varying function of
z thus may be considered to be invariant with respect to z (it is the parabolic equation ap-
proximation, so named because the approximation has yielded a partial differential equation
of the parabolic type), we have the relationship between Ez and Ex

Ez =
1
jβ

∂Ex

∂x
(7.4.23)

and from (7.4.19) with tan θ = x/z, we have

Ez = −Ex tan θ (7.4.24)

With (7.4.19), (7.4.21) and (7.4.24) we have

Hy =
Ex

Z

[
1 +

x2

2z2
− 1

jβz

]
(7.4.25)

In the geometrical optics limit, the third term in (7.4.25) may be neglected, thus using the
same approximation in deriving (7.4.20), we obtain

Hy =
Ex

Z
sec θ (7.4.26)

Finally, from (7.4.20) and (7.4.26), the field at the point P in the shadow region is given
by[5]

Eθ(ρ, θ) = ZHy(ρ, θ) =

√
jλ

ρ

jE0

2π sin θ
e−jβρ (7.4.27)

which is a cylindrical wave emanating from the edge O of the diffracting half plane. Com-
paring (7.4.18) with (7.4.27) results in

D =

√
λ

j

1
2π sin θ

(7.4.28)

Although the derivation of the diffraction coefficient is for the specific case defined in
Figure 7.10. it is not accurate enough, but through it, we can have some idea about GTD,
which will be helpful in understanding the extended cases discussed in the next section. In
using GTD, the field well into the illuminated region is identical to the incident field, and is
given straightforwardly by classical geometrical optics. The field well into the dark region
has the form of a cylindrical wave originating at the edge and may be obtained by the simple
closed form through the diffraction coefficient D. However, in the vicinity of the shadow
boundary, the diffraction coefficient D is singular. To obtain the complete solution in terms
of Fresnel’s integrals, any of the formulas (7.4.9)–(7.4.13) is available. An alternative, the
uniform diffraction theory (UTD), that will be introduced in the next section, could be used.

7.5 Diffraction by a Conducting Half Plane With Arbitrary Incidence

Before considering the case of wedge, we will consider the case of a half-plane with ar-
bitrary incidence shown in Figure 7.14 first. We can identify two shadow boundaries, the
incident or direct field shadow boundary and the reflected field shadow boundary. Also, the
arbitrary value of φ′ will be considered. These two shadow boundaries serve to divide space
into three regions where region (1) contains direct (Di), diffracted (Df ) and reflected (Re)
rays; region (2) contains Di, Df but no Re and region (3) contains only Df . In Figure 7.14,
|ρi| = |ρ| cosφi = ρ cos(φ − φ′), |ρr| = |ρ| cosφr = ρ cos(π − (φ + φ′)) = −ρ cos(φ + φ′).
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Figure 7.14 Diffraction by a conducting half-plane with arbitrary incidence.

For the field in any one of the three regions, let us write E(ρ, φ) as consisting of a reflected
field vr(ρ, φ + φ′) and an incident field vi(ρ, φ − φ′). Thus

E(ρ, φ) = ±vr(ρ, φ + φ′) + vi(ρ, φ − φ′) (7.5.1)

The choice of sign depends on the polarization of the incident field. If the electric field is
perpendicular to the diffraction edge, it is called the perpendicular or TM polarization with
respect to the xoy plane and it is also related to the Neumann or hard boundary condition,
Ez = 0. If parallel, it is called parallel or TE polarization with respect to the xoy plane and
it is also related to Dirichlet or soft boundary condition, Hz = 0. For the former, the plus
sign is used and for the latter, the minus sign is used.

Both incident field and reflected field can be viewed as consisting of two parts, a GO
incident field and Di field. Thus, for the Re field

±vr(ρ, φ + φ′) = ± [vo,r(ρ, φ + φ′) + vd,r(ρ, φ + φ′)] (7.5.2)

and for the incident field

vi(ρ, φ − φ
′
) = vo,i(ρ, φ − φ

′
) + vd,i(ρ, φ − φ′) (7.5.3)

where, subscripts o and d denote optics field and diffraction field respectively. (7.5.1) may
be thought of as being composed of four parts. Each of the terms on the right-hand side
of (7.5.2) and (7.5.3) satisfies the wave equation individually. However, the sum of vo,r and
vd,r makes vr continuous across the reflected field shadow boundary and thus vr satisfies the
wave equation there. Similar comments apply to vi. But, neither vr nor vi alone satisfies
the boundary conditions at the edge. However, the sum of them in (7.5.1) does satisfy the
boundary conditions as well as the wave equation.

From simple geometrical considerations:

vo,r(ρ, φ + φ′) = ejβρ cos(φ+φ′), 0 < φ < π − φ′ in region (1) (7.5.4)

vo,i(ρ, φ − φ′) = ejβρ cos(φ−φ′), 0 < φ < π + φ′ in region (1), (2) (7.5.5)
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for other values of φ, vo,i = vo,r = 0. The edge is taken as the phase reference.
The term vd(ρ, φ±) can be derived using spectrum domain techniques[6, 7]

vd(ρ, φ±) = −e−jπ/4

√
2

πα
ejβρ cos φ±

cos
φ±

2

∫ ∞
√

αβρ

e−jτ2
dτ (7.5.6)

where φ± = φ ± φ′, α = 1 + cosφ±.
After some mathematical manipulations,

vd(ρ, φ±) = −ejπ/4

√
2

πα
ejβρ cos φ±

cos
φ±

2
F1(

√
αβρ) (7.5.7)

Applying (7.4.6) and (7.4.15) to (7.5.7) results in

vd(ρ, φ±) = −e−j(βρ+π/4)

2
√

2πβρ
· 1
cos(φ±/2)

= D(φ±)
e−jβρ

√
ρ

(7.5.8)

where

D(φ±) = − e−jπ/4

2
√

2πβ cos(φ±/2)
= − e−jπ/4

2
√

2πβ
sec

(
φ±

2

)
(7.5.9)

In region (3) of Figure 7.14, vd(ρ, φ−) dominates. From Figures 7.10 and Figure 7.14, we
see that (3π/4)+θ = φ. When we use the approximation in (7.4.20) we notice that φ′ = π/2
and sin(θ/2) ≈ (sin θ)/2. If we also let E0 = 1, then we find that the diffraction coefficient
D in (7.4.28) and D(φ−) in (7.5.9) are exactly the same.

For wedges as shown in Figure 7.15, the asymptotic results will be[1]

vd(ρ, φ±) =
e−j(βρ+π/4)

√
2πβρ

· (1/n) sin(π/n)
cos(π/n) − cos(φ±/n)

= D(φ±)
e−jβρ

√
ρ

(7.5.10)

vd,i(ρ, φ−) ∓ vd,r(ρ, φ+) = [D(φ−) ∓ D(φ+)]
e−jβρ

√
ρ

(7.5.11)
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Figure 7.15 Diffraction from a wedge.

where

D(φ−) =
e−jπ/4(1/n) sin(π/n)√

2πβ [cos(π/n) − cos((φ − φ′)/n)]
(7.5.12)

D(φ+) =
e−jπ/4(1/n) sin(π/n)√

2πβ [cos(π/n) − cos((φ + φ′)/n)]
(7.5.13)

Up to now, we only considered the scalar diffracted field due to a plane wave normally
incident upon a perfectly conducting infinite wedge whose edge is along the z-axis. Such a
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coordinate system is said to be an edge-fixed coordinate system. On the other hand, the
obliquely incident and obliquely diffracted rays associated with the point Q in Figure 7.16
are more conveniently described in terms of spherical coordinates centered at Q. Such a
coordinate system is said to is ray-fixed. Using spherical coordinates, the position of the
source of the incident ray is defined by (S′, γ′

0, φ
′), and the observation point by (S, γ0, φ)

as shown in Figure 7.17.
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and diffraction.

Let us write a symbolic expression for the diffracted
field in matrix form as

[Ed] = [D] [Ei] A(ρ)e−jβρ (7.5.14)

when [Ed], [Ei] are column matrices consisting of
the scalar components of the diffracted and incident
fields respectively. [D] is a square matrix of the ap-
propriate scalar diffraction coefficients, ρ is the dis-
tance from the wedge’s edge to the observation point
and A(ρ) is a spreading factor. Now if the edge-fixed
coordinates system is used, it is clear that [Ed] will
have in general three scalar components Ed,ρ, Ed,φ,
Ed,z and that [D] will be a 3 × 3 matrix. It can
be shown that in such a situation, seven of the nine
terms in [D] are nonvanishing. However, when the
ray-fixed coordinate system is used, there is no com-
ponent of the diffracted field in the direction of the
diffracted ray tube, since the incident field is not al-
lowed to have a component in the direction of the
incident ray tube. It follows that there are then
only two possible components of the diffracted field,
Ed,γ and Ed,φ, and only two components of the inci-
dent field, Ei,γ and Ei,φ. Clearly [D] is a 2 × 2 ma-
trix. In this case, [D] has nonvanishing terms on the
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main diagonal. Thus, for plane wave incidence in the ray-fixed system (7.5.13) can be written
as[1] [

Ed,γ(S)

Ed,φ(S)

]
=

[ −D‖ 0
0 −D⊥

] [
Ei,γ′(Q)

Ei,φ′(Q)

]
A(S)e−jβS (7.5.15)

We use the notation D‖ (or use Ds indicating the diffraction coefficient for soft bound-
ary) in association with Ei,γ′ and D⊥ (or use Dh indicating the diffraction coefficient for
hard boundary) in association with Ei,φ′ , not because Ei,γ′ and Ei,φ′ are parallel and per-
pendicular, respectively, to the diffracting edge (which they are at normal incidence when
γ0 = π/2), but because Ei,γ′ and Ei,φ′ are parallel and perpendicular, respectively, to the
plane of incidence as shown in Figure 7.17.

Since Ei,γ′ , Ei,φ′ are parallel and perpendicular, respectively, to the plane of incidence, we
will let Ei,γ′ be written as Ei,‖′ and let Ei,φ′ be written as Ei,⊥′ . Similarly, Ed,γ and Ed,φ

are parallel and perpendicular respectively to the plane of diffraction as shown in Figure
7.17. Thus, we will let Ed,γ be written as Ed,‖ and let Ed,φ be written as Ed,⊥. With these
notation changes, (7.5.14) may be written as[1][

Ed,‖(S)

Ed,⊥(S)

]
=

[ −D‖ 0
0 −D⊥

] [
Ei,‖(Q)

Ei,⊥(Q)

]
A(S)e−jβS (7.5.16)

where the spatial attenuation factor A(S) is defined as

A(S) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1√
S

, for plane, cylindrical, and conical wave incidence

√
S′

S(S′ + S)
, for spherical wave incidence

(7.5.17)

From uniform diffraction theory[8]

D‖
D⊥

=
−e−jπ/4

2n
√

2πβ sin γ′
0

{
cot

(
π + (φ − φ′)

2n

)
F (βLa+(φ − φ′))

+ cot
(

π − (φ − φ′)
2n

)
F (βLa−(φ − φ′)) ∓

[
cot

(
π + (φ + φ′)

2n

)
×

F (βLa+(φ + φ′)) + cot
(

π − (φ + φ′)
2n

)
F (βLa−(φ + φ′))

]}
(7.5.18)

where, if the argument of F is represented by X

F (X) = 2j |X | ejX

∫ ∞

|√X |
e−jτ2

dτ (7.5.19)

Again we see that a Fresnel integral appears in the expression for the diffraction coefficient.
The factor F may be regarded as a correction factor to be used in the transition regions of
the shadow and reflection boundaries. Outside the transition regions where the argument
of F exceeds about 3, the magnitude of F is approximately equal to one. The argument of
the transition function is X = βLa±(φ ± φ′) and may be calculated for a known value of
βL if a±(φ + φ′) as a function of (φ ± φ′) is known. a±(φ ± φ′) are determined by

a±(φ ± φ′) = 2 cos2
[
2nπN± − (φ ± φ′)

2

]
(7.5.20)
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in which N± are the integers which most nearly satisfy the following equation

2πnN+ − (φ ± φ′) = π (7.5.21)

where

N+ =

{
1, (n − 1)π < (φ ± φ′) � 4π

0, −2π � (φ ± φ′) � (n − 1)π
(7.5.22)

2πnN− − (φ ± φ′) = −π (7.5.23)

where

N− =

⎧⎨
⎩

1, 2π + (n − 1)π < (φ ± φ′) � 4π

0, −(n − 1)π < (φ ± φ′) � 2π + (n − 1)π
1, −2π � (φ + φ′) � −(n − 1)π

(7.5.24)

We note that N+ and N− may each have two separate values in a given problem. For
exterior wedge diffraction where 1 < n < 2, N+ = 0 or 1, but N− = −1, 0 or 1. The factor
a±(φ ± φ′) may be interpreted physically as a measure of the angle separation between the
field point and a shadow or reflection boundary. L is given by

L =

⎧⎨
⎩

S sin2 γ0, Plane waves
ρρ′/(ρ + ρ′), Cylindrical waves
SS′ sin2 γ0/(S + S′), Conical and spherical waves

(7.5.25)

7.6 Applications of Geometrical Theory of Diffraction in Antennas

7.6.1 Radiation from a Slit Aperture

The simplest approach to this two-dimensional problem is to imagine a plane wave incident
on a slit of width a cut in a thin, perfectly conducting sheet as shown in Figure 7.18[6]. The
amplitude distribution of the aperture field can be taken as constant over the slit and zero
outside; the phase distribution of the aperture field is constant for the normal incidence and
is linear for the oblique incidence.
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φ 1
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Figure 7.18 Analysis of the problem of the radiation by a slit aperture as that of the diffraction by a slit.

Case 1. A TE-polarized (parallel polarized) plane wave

Ei,z = ejk(x cos φ′+y sin φ′) (7.6.1)
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is incident from y > 0 on the slit |x| < a in a conducting plane in y = 0. Diffracted rays are
excited at the two edges x = ±a and their amplitude and phase are given by

AiD‖(φ′, φ)
e−jβρ

√
ρ

(7.6.2)

where Ai is the complex amplitude of the field on the incident ray at the point of diffraction.
The singly diffracted field is the sum of the fields of these diffracted rays.

Esing.diff.
z = ejβa cos φ′

D‖(φ′, φ1)
e−jβρ1

√
ρ1

+ e−jβa cos φ′
D‖(φ′′, φ2)

e−jβρ2

√
ρ2

(7.6.3)

where ρ1 = ρ − a sinφ, ρ2 = ρ + a sin φ, φ1 = (3π/2) + φ, φ2 = (π/2) + φ, φ′′ = π + φ′ .
Due to (7.5.9)

D‖(φ′, φ1)=D(φ−
1 ) − D(φ+

1 )

=− e−jπ/4

2
√

2πβ

[
sec

(
3π/2 + φ − φ′

2

)
− sec

(
3π/2 + φ + φ′

2

)]
D‖(φ′′, φ2)=D(φ−

2 ) − D(φ+
2 )

=− e−jπ/4

2
√

2πβ

[
sec

(−π/2 + φ − φ′

2

)
− sec

(
3π/2 + φ + φ′

2

)]

− e−jπ/4

2
√

2πβ

[
− sec

(
3π/2 + φ − φ′

2

)
− sec

(
3π/2 + φ + φ′

2

)]
(7.6.4)

where φ±
1 = φ1 ± φ′, φ±

2 = φ2 ± φ′′. Substituting (7.6.4), (7.6.4) into (7.6.3) and making
the approximation of

√
ρ1 ≈ √

ρ2 ≈ √
ρ, we have

Esing. diff.
z = −e−j(βρ+π/4)

2β
√

λρ

{
ejβa(cos φ′+sin φ)

[
sec

(
3π/2 + φ − φ′

2

)

− sec
(

3π/2 + φ + φ′

2

) ]
+ e−jβa(cos φ′+sin φ)

×
[
− sec

(
3π/2 + φ − φ′

2

)
− sec

(
3π/2 + φ + φ′

2

)] }

=
e−j(βρ+π/4)

β
√

λρ
fs(φ) (7.6.5)

where

fs(φ) =
j sin [βa(sin φ + cosφ′)]
sin [(φ − φ′ + π/2)/2]

− cos [βa(sin φ + cosφ′)]
cos [(φ + φ′ − π/2)/2]

(7.6.6)

On the shadow boundaries of the two half-planes φ−φ′ = −π/2, the diffraction coefficients
in (7.6.4) and (7.6.4) are singular. However, the singularities on the shadow boundaries
cancel and produce the effect on the incident field. This fact is easily understood from the
derivation of (7.6.5) and (7.6.6).

The singly diffracted ray from the right-hand edge of the slit in the direction φ1 = π

strikes the left-hand edge in Figure 7.18 when ρ1 = 2a, and is diffracted again. So also is
the singly diffracted field from the left-hand edge in the direction φ2 = π, and the doubly
diffracted field is

Edouble diff.
z = ejβa cos φ′

D(φ′, 2a, π)D(π, ρ2, φ2)

+e−jβa cos φ′
D(π + φ′, 2a, π)D(π, ρ1, φ1) (7.6.7)
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where

D(φ′, ρ, φ) = D‖(φ′, φ)
e−jβρ

√
ρ

(7.6.8)

The multiple diffraction formula may be obtained by the same concept.
Case 2. A TM-polarized (perpendicular polarized) plane wave

For a TM-polarized plane wave incident on the slit the singly diffracted field is given by
(7.6.3) with Hz replacing Ez and a diffraction coefficient

D⊥(φ′, φ) = − e−jπ/4

2
√

2πβ

[
sec

(φ − φ′)
2

+ sec
(φ + φ′)

2

]
(7.6.9)

This field vanishes in the aperture (φ = π). If only the tangential magnetic field is considered,
it might be concluded incorrectly that there is no interaction between the aperture edges.
However, the tangential electric field Ex = (jωε0)−1∂Hz/∂y does not vanish in the aperture.
For interaction across the aperture, therefore, the diffracted field is proportional to the
normal derivative ∂Ai/∂n of the field incident upon the diffracting edge. Rather than
(7.6.2), the field on a diffracted ray is

∂Ai

∂n
D′(φ)

e−jβρ

√
ρ

(7.6.10)

where D′(φ) is a new diffraction coefficient[6]

D′(φ) =
1
jβ

∂

∂φ′ D⊥(φ′, φ) |φ′=π =
−ejπ/4

2
√

2πβ3/2
· cos(φ/2)
sin2(φ/2)

(7.6.11)

To calculate the field resulting from TM double diffraction of the field singly diffracted at
(a, 0), the normal derivative of the field on this ray at (−a, 0) is required. It can be obtained
from Ai by applying (2a)−1∂/∂φ1 and then setting ρ1 = 2a and φ1 = π . This is

∂Ai

∂n
= −ejβa cos φ′ 1

2a

∂

∂φ1

[
D⊥(φ′, φ1)

e−jβρ

√
ρ1

] ∣∣∣∣∣ ρ1 = 2a

φ1 = π

.

=
exp(−jβa(2 − cosφ′) − jπ/4)

8(πβa)1/2

cos(φ′/2)
sin2(φ′/2)

(7.6.12)

and the doubly diffracted field from the left edge of Figure 7.18 is

Hdouble diff.
z =−exp(−jβa(2 − cosφ′) − jβρ2)

16π(βa)3/2(2βρ2)1/2

× cos(φ′/2) cos(φ2/2)
sin2(φ′/2) sin2(φ2/2)

(7.6.13)

The other multiply diffracted field contributions are calculated similarly[6].

7.6.2 Edge Diffracted Fields from the Finite Ground Plane of a Microstrip
Antenna

The GTD may be employed for calculation of the edge diffracted fields from the finite
ground plane of a microstrip antenna. Because the surface wave effect of the dielectric
substrate and the dielectric wedge diffraction have not been taken into consideration in



7.7 Fresnel Diffraction in Three Dimensions 273

GTD, this method is valid only when the product of the substrate thickness (in wavelength)
and dielectric constant is much greater than 0.1[9].

As is seen in Chapter 3, the radiation from a rectangular microstrip patch is equivalent
to that from two parallel slots adjacent to the metallic patch as shown in Figure 7.19(a).
The width t of each slot is approximated by the thickness of the substrate, and the length l

is equal to the length of the patch a plus the substrate thickness due to fringing effect.

y

z

x

a

o
Slot

xoy — E-plane
yoz — H-plane

Ground
plane

(a) Slot model configuration

Observation point
y

d1

φ 1φ 2

ρ 2
ρ 1

d2

Edge 1

Slot 1

Edge 2

(b) E-Plane radiation and diffraction mechanisms

φ
ρ

t

Figure 7.19 Geometry and diffraction mechanisms.

The results in Section 7.6.1 may be used; however, the differences between problems in
Figure 7.18 and Figure 7.19(a) should be noticed. First, in Figure 7.19, it is always grazing
incidence but in Figure 7.18 the incident angle in upper space is arbitrary. Second, for the
grazing incidence, in Figure 7.19(a), the incidence of the source is always behind the edges,
but in Figure 7.18, the source is behind only one edge and is facing for the other edge. The
results caused by the differences will be discussed shortly.

The E-plane pattern can be calculated by summing three rays from each of the two
slots as illustrated in Figure 7.19(a). The distance and the phase dependence of the direct
geometrical optics (GO) field are

√
ρ and e−jβρ respectively. The angle dependence is shown

in (3.2.21). Therefore, the GO field is given by

EGO = φ̂
sin (βt cosφ/2)

βt cosφ/2
· e−jβρ

√
ρ

(7.6.14)

where t is the slot width in terms of wavelength, and ρ is the distance from slot center to
the observation point. The singly diffracted GTD field from each edge generated from the
same slot is given by

Ed = φ̂iEincD⊥
e−jβρi

√
ρi

= φ̂i

sin (βt/2)
βt/2

e−jβdi√
di

D⊥
e−jβρi

√
ρi

(7.6.15)

where subscript i denotes the number of the edge. Due to the difference between Figures
7.18 and Figure 7.19(a), unlike the case in Figure 7.18, here D⊥ �= 0 ( D⊥ is also represented
by Dh in some literature). If a continuous pattern is desired at the two shadow boundaries
(φ = 0o and φ = 180o), the doubly diffracted fields need to be included. The finite ground
plane effect on the H-plane radiation pattern may be also analyzed and the details are given
in [9].

7.7 Fresnel Diffraction in Three Dimensions

Applying Fresnel transform in (1.3.31) and formula (1.3.51) to a circular aperture of
radius a, assuming that the aperture field Ex(ρ, φ) = E0 is constant over a circular aperture
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and zero outside, the field at the z axis (θ = φ = 0◦) may be written as

Eθ(0, 0, z) = Ex(0, 0, z) =
e−jβz

λz
E0F2 (7.7.1)

where

F2 =
∫ 2π

0

∫ a

0

e−jβρ′2/(2z)ρ′dφ′dρ′

=−jλ
(
1 − e−jβa2/(2z)

)
z

=2λze−jβa2/(4z) sin
(

βa2

4z

)
(7.7.2)

Introducing the parameter ξ = βa2/4z, (7.7.1) can be rewritten as

Ex(0, 0, z) = 2jE0e
−jβze−jξ sin ξ (7.7.3)

With formula (7.7.3), we may observe the transition from near-field to far-field. The power
flow Sz(0, 0, z) in the axial direction from (7.7.3) is

Sz(0, 0, z) =
|Ex(0, 0, z)|2

2Z
=

2 |E0|2
Z

sin2 ξ (7.7.4)

where Z is the wave impedance in free space. The total power flowing through the aperture
is

P0 = πa2 |E0|2
2Z

(7.7.5)

and the (on-axis) gain is therefore

G =
4πz2Sz

P0
(7.7.6)

which is, from (7.7.4) and (7.7.5)

G =
4π(πa2)

λ2
· sin2 ξ

ξ2
(7.7.7)

And in terms of the far-field gain G0 of a uniformly illuminated aperture of area πa2,

G

G0
=

(
sin ξ

ξ

)2

(7.7.8)

for example, has the value of 0.987 at the Rayleigh distance z = 8a2/λ[5].
The following construction, due to Fresnel, is useful in showing how the field arising from

an extensive aperture can be thought of as being due just to a small part, known as the first
Fresnel zone[5]. We take x− y plane as a plane aperture which is illuminated by a normally
incident plane wave from z < 0. The Fresnel zones are separated by circles which are formed
by the intersection with the aperture plane of spheres, centered on the point of observation
F (0, 0, f) whose radii are successively z +λ/2, z +2(λ/2), z +3(λ/2) and so on, as is shown
in Figure 7.20. The first Fresnel zone is therefore a circle, and is denoted as zone 0, while
the second and higher zones are annuli and are denoted as zone 1, zone 2, · · · . Using the
right triangle relationship, the radius of each zone, rn, is given by

rn =
√

(f + nλ/2)2 − f2 =
√

nfλ + (nλ/2)2 (7.7.9)
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zone 0
zone 1
zone 2

y
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F(0,0,f )

f  + λf  + λ  / 2

f  + 3λ  / 2

f  + nλ  / 2

Δ = nλ  / 2

rn
r3

r2 r1

Figure 7.20 Geometry of Fresnel zones on the x − y plane for the focal point.

If f is much larger than λ, according to (7.7.9), the radius of the first Fresnel zone is
(λf)1/2. Inserting this into (7.7.3) and assuming a = r1, z = f give

Ex(0, 0, f) = 2E0e
−jβf (7.7.10)

which is precisely twice the value of Ex(0, 0, f) had the aperture been infinite, and the
incident plane wave unobstructed. This phenomenon comes from the removing of more
Fresnel zones being negatively contributed, which results in the focusing. This is also the
basic principle of the Fresnel zone plate antenna (FZPA)[10].

Now we consider the contribution of the other Fresnel zones. For certain circular apertures,
if odd-numbered zones are assumed to be covered with absorbing material, we just remove
only the negatively contributed zones and keep the positively contributed ones. This forms
the FZPA with the type of absorbing transparent (a/t) zones. Alternatively, we may use a
dielectric plate and the altering of phase may be accomplished by cutting annular grooves
into this plate. This forms the FZPA with the type of phase-correction (p/c) zones[10]. Point
F is the focal point of either of the antennas.
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Problems

7.1 Based on the Snell’s law

n̂ × Ŝi = n̂ × Ŝr

n̂ · Ŝi =−n̂ · Ŝr

where n̂ is the unit normal of plane boundary, Ŝi and Ŝr are the unit vectors of the directions

of incident and reflected rays respectively, prove

Ŝr = (I
¯̄
− 2n̂n̂) · Ŝi = Ω

¯̄
· Ŝi

where Ω
¯̄

is the dyadic reflection coefficient that relates to the image mapping orthogonal

matrix.

7.2 Prove for the reflection from conducting plane is

er = −Ω
¯̄
· ei

where ei and er are the incident and reflected vectors of electric fields respectively.

7.3 For a two mirror system with unit normal n̂1 and n̂2, Ω
¯̄

= Ω2 · Ω1 prove

Ŝr = Ŝi − 2Ŝi · n̂2n̂2 − 2Ŝi · n̂1n̂1 + 4(n̂1 · n̂2)(Ŝi · n̂1)n̂2

7.4 For a lens antenna with equal phase and uniform amplitude on the aperture, if we need a

null along the direction of axis, we may make a cylindrical cave on the lens as shown in the

figure. Find the diameter d and the height t of the cylinder and give the sketch diagram of

the field pattern. The dielectric constant of the lens is εr.

dD

t

7.5 For a typical field distribution on the aperture of an antenna reflector shown in the figure,

where the width of the reflector is a and the width of the feed blockage is δ(δ � a), give the

expression of the radiation pattern with blocked aperture distribution. If p is the normalized

level of the first side lobe of the pattern without blockage, give the side lobe level for the

pattern with blockage.
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E(x)

xa aδδ−− — — ——2 2 2 2

1.0

7.6 Eqn. (7.3.8) can be converted to a different and useful form by noting that (âz · n̂)dS is the

projection of the element of surface area dS onto the x-y plane. Thus,

(âz · n̂)dS = dSz =

(
dSz

dl

)
dl

where dSz is the projection of dS onto the x-y-plane, then (7.3.8) becomes

σ =
4π

λ2

(∫ a

0

e−j2βz dSz

dl
dl

)

where l is the distance from the reference plane (z = 0) to the surface. Use the above

expression for the radar cross section to derive the physical optics expression for the radar

cross section of the sphere.

7.7 Evaluate the following Fresnel integrals:

(1)

∫ ∞

0

e−jτ2
dτ, (2)

∫ 5

0

e−jτ2
dτ, (3)

∫ ∞

5

e−jτ2
dτ.

7.8 Examine the equivalence between the diffraction coefficientD in (7.4.28) andD(φ−) in (7.5.9).

7.9 Show that the diffraction coefficient matrix [D] in (7.5.16) will generally have seven nonvan-

ishing coefficients if an edge-fixed coordinate system is used rather than a ray-fixed system.

7.10 Based on formulas (7.7.3) and (7.7.9), show that the odd-numbered zones and the even-

numbered zones in Figure 7.20 are negatively contributed zones and positively contributed

zones respectively.





CHAPTER 8

Planar Near-Field Measurement and Array Diagnostics

8.1 Introduction

The technique of near-field measurement has had a dramatic impact on antenna measure-
ments. This technique requires a limited space yet is capable of yielding measurements of
great accuracy and has allowed antenna measurements to move from an outdoor environment
into an indoor laboratory[1].

The recent interest in near-field measurement has been generated primarily by the de-
velopment of modern, specially designed antennas that are not easily measured on con-
ventional far-field ranges. These antennas include, for example, electrically large antennas
which require too large far-field ranges; physically large antennas which are difficult to rotate
on conventional antenna pedestals; nonreciprocal antennas that must be measured in the
transmitting mode and thus may be inconvenient for measurement on conventional far-field
ranges; classified antennas that must be measured in a secure environment; and antennas
with side lobes too low to be accurately measured on conventional far-field ranges[2].

The near-field data is useful not only to obtain the far-field patterns of the array under
test, but also to reconstruct the aperture field for diagnostic purposes. This “backward”
transform enables the near-field probe to identify accurately aperture faults at a distance
free of interactions and couplings with the array elements[3].

A reasonable understanding of the theory of near-field measurements is a prerequisite to a
successful near-field antenna measurements program. In this chapter, we are going to focus
on the basic principles of the spectral domain approach introduced in Section 4.10.5. Some
recent progress related to this topic will be briefly addressed as well.

8.2 Fundamental Transformations

The Fourier transform pairs related to the aperture-field, near-field and far-field are given
in Section 4.10.5. Here we rewrite them by using the new formula numbers for convenience.

Assume Ex �= 0, Ey = 0, then we have

Ex(x, y, z) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
Ẽx(kx, ky)e−j(kxx+kyy+kzz)dkxdky (8.2.1)

Ex(x, y, 0) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
Ẽx(kx, ky)e−j(kxx+kyy)dkxdky (8.2.2)

and

Ẽx(kx, ky) =
∫ ∞

−∞

∫ ∞

−∞
Ex(x, y, 0)ej(kxx+kyy)dxdy (8.2.3)

For a plane wave, electric-field vector is perpendicular to the direction of propagation. That
is

k ·E = Exkx + Eyky + Ezkz = 0 (8.2.4)
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(8.2.4) yields the following expression

Ez = −kx

kz
Ex (8.2.5)

The vector electric field is obtained as

E(x, y, z) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
(âxkz − âzkx)Ẽx(kx, ky)e−j(kxx+kyy+kzz) dkxdky

kz
(8.2.6)

Using the stationary phase evaluation of integrals presented in Chapter 4, we have the
asymptotic form of (8.2.6) which is related to the far field

E(r, θ, ϕ)
r→∞
=

jkze
−jkr

kλr

[
(âx − âz

kx

kz
)Ẽx(kx, ky)

]
(8.2.7)

where kx = k sin θ cosϕ, ky = k sin θ sin ϕ, kz = k cos θ. All the angles are the observation
ones, therefore (8.2.7) represents the radiation pattern.

Assume Ex = 0, Ey �= 0, similarly we have

E(x, y, z) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
(âykz − âzky)Ẽy(kx, ky)e−j(kxx+kyy+kzz) dkxdky

kz
(8.2.8)

and

E(r, θ, ϕ)
r→∞
=

jkze
−jkr

kλr

[
(ây − âz

ky

kz
)Ẽy(kx, ky)

]
(8.2.9)

For arbitrary polarization, that is, Ex �= 0, Ey �= 0, from (8.2.6) and (8.2.8), we have

E(x, y, z)=
1

4π2

∫ ∞

−∞

∫ ∞

−∞

[
(âxkz − âzkx)Ẽx(kx, ky) + (âykz − âzky)

·Ẽy(kx, ky)
]
e−j(kxx+kyy+kzz)

kz
dkxdky (8.2.10)

According to (8.2.4), (8.2.10) may be rewritten as

E(x, y, z) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
Ẽ(kx, ky)e−j(kxx+kyy+kzz)dkxdky (8.2.11)

where

Ẽ(kx, ky) = âxẼx(kx, ky) + âyẼy(kx, ky) + âzẼz(kx, ky) (8.2.12)

is called the plane wave spectrum (PWS) of an antenna.
For arbitrary polarization, from (8.2.7) and (8.2.9), we have the expression for far field

E(r, θ, ϕ)
r→∞
=

jkze
−jkr

kλr

[
(âx − âz

kx

kz
)Ẽx(kx, ky) + (ây − âz

ky

kz
)Ẽy(kx, ky)

]
(8.2.13)

Using (8.2.4), (8.2.13) may be rewritten as

E(r, θ, ϕ)
r→∞
=

jkze
−jkr

2πr
Ẽ(kx, ky) (8.2.14)
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Similar to the formulas (8.2.2) and (8.2.3), the Fourier transform pair between the vector
electric field on the aperture and the PWS may be written as

E(x, y, 0) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
Ẽ(kx, ky)e−j(kxx+kyy)dkxdky (8.2.15)

Ẽ(kx, ky) =
∫ ∞

−∞

∫ ∞

−∞
E(x, y, 0)ej(kxx+kyy)dxdy (8.2.16)

In (8.2.16), E(x, y, 0) is the field at the antenna aperture. If in (8.2.15), we let z = d, then
we have the field on the near-field measurement plane as shown in Figure 8.1.

x x

z

yy

d

Antenna aperture plane Near-field measurement plane
(Scanning plane)

Figure 8.1 Geometry of plane near-field measurement.

E(x, y, z = d) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞

[
Ẽ(kx, ky)e−jkzd

]
e−j(kxx+kyy)dkxdky (8.2.17)

The inverse Fourier transform of (8.2.17) is

Ẽ(kx, ky)= ejkzd

∫ ∞

−∞

∫ ∞

−∞
E(x, y, z = d)ej(kxx+kyy)dxdy

= ejkzdẼ(kx, ky, d) (8.2.18)

(8.2.18) relates the measured near-field data at z = d to the PWS. (8.2.17)−(8.2.18) form the
basic formulas in near-field measurement based on PWS approach[4, 5]. In the measurement,
the first step is to sample the fields at the scanning plane. The next step is the computation
of the PWS using (8.2.18). The far fields are then calculated using (8.2.14). A planar near-
field antenna-measurement and diagnostics setup is shown in Figure 8.2. Because actually
only a finite amount of data can be measured and processed, the infinite continuous Fourier
transforms (CFT) must be approximated by finite Fourier transforms, which are called
discrete Fourier transforms (DFT). The selection of Δx and Δy, denoting sample spacings
will lead to PWS equally spaced in the k space with kx ∈ [−kxm, kxm] and ky ∈ [−kym, kym].
The sample spacing and spectral extents are related as follows:
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Δx =
1

2(kxm/2π)
=

π

kxm

Δy =
1

2(kym/2π)
=

π

kym
(8.2.19)

Figure 8.2 Planar near-field antenna measurement and diagnostics setup

in Nanjing University of Science and Technology.

One must next select spectral spacings Δkx and Δky in the k space. This selection will
lead to inverse DFT equally spaced in the (x, y) space with x ∈ [−xm, xm] and y ∈ [−ym, ym].
The spectral spacings and the spatial extents are related as follows:

Δkx =
1

2(xm/2π)
=

π

xm

Δky =
1

2(ym/2π)
=

π

ym
(8.2.20)

Let the number of sample points on the x and y (or kx and ky) coordinates be Nx and Ny,
respectively. There will then be a total of NxNy sample points in this scheme. Geometry
dictates that

2xm =NxΔx

2ym =NyΔy

2kxm =NxΔkx

2kym =NyΔky (8.2.21)

Equations (8.2.19)–(8.2.21) are the fundamental relationship in DFT.
The bracketed term in (8.2.17) is the function which must be band-limited, in order to

apply the sampling theorem. This band limitation arises from the rapid attenuation provided
by the exponential term, whenever k2

x+k2
y > k2, forcing kz to become negative imaginary (in

compliance with the radiation condition). This inequality defines the region outside of “real
space,” real space being the region of the far-field spectrum corresponding to the forward
hemisphere into which the antenna radiates. The band limits in x and y can therefore be
selected as kxm = k = 2π/λ, and kym = k = 2π/λ, such that the sampling requirement in
Eqn. (8.2.19) becomes

Δx � λ/2, Δy � λ/2 (8.2.22)
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This is the basis for the half-wavelength-sample spacing used for planar-near-field measure-
ment.

The physical implementation of the planar-near-field technique necessitates the use of a
non-infinite or truncated-planar surface for near-field measurement. This truncation will
cause an error in the calculated far-field pattern, the magnitude of which depends on the
relative power of the fields neglected outside the measurement area. The concept of the
valid angle in planar-near-field measurements has arisen as a convenient rule-of-thumb for
predicting the region of validity of the calculated far-field pattern. The majority of the
rays, which emanate from a directive antenna, will pass through the area defined by the
measurement plane, and continue to travel to the far field. Geometrical considerations tell
us that we should not expect to be able to predict the far-field pattern at an angle θ which is
greater than θvalid shown in Figure 8.3, since we have not included all the rays entering this
region of the far-field in the near-field measurement. This is a highly simplified view of the
actual mathematical formulation, which is used to compute the far-field from measurements
made in the near field. However, it leads the way to a surprisingly simple and useful
measurement criterion[4]. In Figure 8.3, L denotes the side length of measurement plane, D
denotes the diameter of the aperture of the antenna under test (AUT), and d denotes the
distance between the probe and the aperture of AUT. The valid angle, determined purely
from geometrical considerations, is given by

θvalid = tan−1

[
L − D

2d

]
(8.2.23)

Measurement plane
Probe

d

D

L

Aperture of AUT
θ valid

Figure 8.3 Geometrical-optics depiction of the far-field valid angle.

This simple result was developed empirically from extensive near-field measurement of the
near field on a large scan plane, which is close to the AUT. A careful examination reveals
that the evanescent PWS for practical antennas is very small, and it can practically be
ignored at a distance of one wavelength or more from the aperture plane. The larger the
antenna aperture is, the smaller the evanescent content is in the PWS representation. Thus
in antenna near fields the evanescent modes can be ignored primarily because they are small,
not because they are attenuated as it is commonly believed. The extensive simulated data
clearly demonstrate that the effects of evanescent PWS are limited to a region less than
1λ from the aperture[5]. There is a lower limit to the separation distance d, as determined
by creation of multiple reflections between the probe and the AUT. Usually, this distance
is chosen to be (3 ∼ 5)λ[6]. In reflector-antenna measurements, one must also allow ample
separation to clear the feed and associated support, which may extend many wavelengths
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above the reflector surface. There exists a tradeoff among the maximum valid angle in the
far field, scan-plane-truncation errors, and the errors induced by multiple reflections.

8.3 Probe Compensation

In measuring the near field, the probe has to be used as a detector. The probe is not a
point, therefore its effect on the measurement should be taken into account. The purpose
of this section is to derive an expression for probe compensation.

Assume the output of the probe is C, it can be proved that[7, 8]

C =
λ2

j4πZP0
ei · e(âi) (8.3.1)

where ei is vector amplitude of electric field due to the plane wave incident on an antenna
from the direction âi as seen from the antenna. e(âi) is the vector pattern function of the
field in the direction âi when the antenna is used as a transmitter and is defined as

E(x, y, z) =
e−jkr

kr
e(âi) (8.3.2)

Z is the plane-wave impedance, P0 is the power delivered to the antenna to give rise to the
radiated field e(âi). In spectral domain, the plane wave related to ei actually may be looked
upon as the plane wave spectra of the transmitting antenna and the angle may be extended
to the complex one to involve the evanescent modes. Therefore C in (8.3.1) contains the
information of polarization, pattern functions and near field coupling of both transmitting
and receiving antennas.

Formula (8.3.1) can be used to derive the general antenna coupling formula useful in
near-field antenna measurement. In order to keep the analysis fairly simple, the geometry
of transmitting antenna T and receiving antenna R is supposed to be as is shown in Figure
8.4. Let the (unprimed) coordinate system of the transmitter be based on o in its aperture,
and the (primed) coordinate system of the receiver be based on o′ in its aperture, and let
the vector distance between o and o′ be r0 directed from o to o′.

Aperture of probe
(Receiving antenna)

R

z′
O′

y′
y

T

O z

Aperture of AUT
(Transmitting antenna)

r0

Figure 8.4 Geometry of transmitting antenna T and receiving antenna R in near-field measurement.
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Assume that the transmitted angular spectrum of the transmitting antenna, with unit
power delivered and radiated, is ẼT (kx, ky). From (8.2.11), a representative elemental plane
wave radiated by the transmitter will therefore have a vector electric field

ei =
1

4π2
ẼT (kx, ky)dkxdky (8.3.3)

referred to the point o as the phase reference. Changing the phase-reference point from o to
o′

ei =
1

4π2
ẼT (kx, ky)e−jk·r0dkxdky (8.3.4)

From (8.2.14) and (8.3.2), ei(âi) in a primed coordinate system is given as

e(âi) =
jkz′

λ
ẼR(kx′ , ky′) (8.3.5)

where

ẼR(kx′ , ky′) = ẼRx(kx′ , ky′)âx′ + ẼRy(kx′ , ky′)ây′ + ẼRz(kx′ , ky′)âz′ (8.3.6)

Then, in the unprimed coordinate system of transmitting antenna, using the obvious trans-
formations

âx → âx′

ây → −ây′

âz → −âz′

and
kx → −kx′

ky → ky′

kz → kz′

(8.3.7)

formula (8.3.5) becomes

e(âi) =
jkz

λ
ẼR(−kx, ky) (8.3.8)

ẼR(−kx, ky) = ẼRx(−kx, ky)âx − ẼRy(−kx, ky)ây − ẼRz(kx, ky)âz (8.3.9)

The scalar product of (8.3.4) and (8.3.8) is

ei · e(âi) =
jkz

4π2λ
e−jk·r0ẼT (kx, ky) · ẼR(−kx, ky)dkxdky (8.3.10)

Then, using (8.3.1) and integrating over all directions, the complex received signal with unit
P0 is given by

C(r0) =
1

8π2ωμ

∫ ∞

−∞

∫ ∞

−∞
kzẼT (kx, ky) · ẼR(−kx, ky)e−jk·r0dkxdky (8.3.11)

In formula (8.3.11), kzẼR(−kx, ky) is proportional to the radiation pattern of the probe.
When the plane wave ẼT (kx, ky)e−jk·r0 is incident on the probe, the output of the probe
is proportional to kzẼT (kx, ky) · ẼR(−kx, ky)e−jk·r0 . The integral with respect to kxky

represents the superposition of the plane-wave response of the probe to all directions of
incidence. If the radiation pattern of the probe is a constant vector, (8.3.11) degenerates to
the form of (8.2.17) which is the solution without probe compensation.
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Formula (8.3.11) is a two-dimensional Fourier transform which can be inverted immediately
to give

kzẼT (kx, ky) · ẼR(−kx, ky) = 2ωμ

∫ ∞

−∞

∫ ∞

−∞
C(r0)ejk·r0dx0dy0 (8.3.12)

Formula (8.3.12) is actually the same as formula (36) in [9], except there is coefficient
difference (1/(4π2))2 · (1/4). The former factor is due to the different definition in Fourier
transform pair and the latter is due to the different definition in C = b/a ( see (4.37) in [7]
or (3.7-6) in [8] ).

In (8.3.12), for far field approximation, θ and ϕ are observation angles. They are real
numbers. From (8.2.14), it is seen that kzẼT (kx, ky) corresponds to the radiation pattern
of the AUT and may be expressed as

Eθ(θ, ϕ)âθ + Eϕ(θ, ϕ)âϕ (8.3.13)

and kzẼR(−kx, ky) corresponds to the radiation pattern of the probe

Eθ′(θ′, ϕ′)âθ′ + Eϕ′(θ′, ϕ′)âϕ′ (8.3.14)

In the unprimed system of the transmitting antenna, using the obvious transformation

âθ′ → âθ

âϕ → −âϕ′

θ → −θ′

ϕ → −ϕ′
(8.3.15)

expression (8.3.14) becomes

Eθ′(−θ,−ϕ)âθ − Eϕ′(−θ,−ϕ)âϕ (8.3.16)

From (8.3.13) and (8.3.16), formula (8.3.12) may be rewritten as

Eθ(θ, ϕ)Eθ′(−θ,−ϕ) − Eϕ(θ, ϕ)Eϕ′ (−θ,−ϕ) = c1 cos θejkz0 cos θ

·
∫ ∞

−∞

∫ ∞

−∞
C(r0)ejk(x0 sin θ cos ϕ+y0 sin θ sin ϕ)dx0dy0 (8.3.17)

where c1 is a constant.
In (8.3.17), C(r0), Eθ′ and Eϕ′ are obtained through measurement; Eθ and Eϕ are to be

determined. It is impossible to find them through only one equation (8.3.17). To solve this
problem, it is required to do the orthogonal test twice, for example, to use both horizontal
and vertical polarization of the probe in the test.

We use H and V to denote horizontal and vertical respectively, and let

IH(θ, ϕ) = ejkz0 cos θ

∫ ∞

−∞

∫ ∞

−∞
CH(r0)ejk(x0 sin θ cos ϕ+y0 sin θ sin ϕ)dx0dy0 (8.3.18)

IV (θ, ϕ) = ejkz0 cos θ

∫ ∞

−∞

∫ ∞

−∞
CV (r0)ejk(x0 sin θ cos ϕ+y0 sin θ sin ϕ)dx0dy0 (8.3.19)
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Then from (8.3.17), we have

Eθ(θ, ϕ)EV

θ (−θ,−ϕ) − Eϕ(θ, ϕ)EV

ϕ (−θ,−ϕ) = c1 cos θIV (θ, ϕ) (8.3.20)

Eθ(θ, ϕ)EH

θ (−θ,−ϕ) − Eϕ(θ, ϕ)EH

ϕ (−θ,−ϕ) = c1 cos θIH(θ, ϕ) (8.3.21)

The solutions of the set of linear equations are[6]

Eθ(θ, ϕ) =
c1 cos θ

Δ(θ, ϕ)
[
IH(θ, ϕ)EV

ϕ (−θ,−ϕ) − IV (θ, ϕ)EH

ϕ (−θ,−ϕ)
]

(8.3.22)

Eϕ(θ, ϕ) =
c1 cos θ

Δ(θ, ϕ)
[IH(θ, ϕ)EV

θ (−θ,−ϕ) − IV (θ, ϕ)EH

θ (−θ,−ϕ)] (8.3.23)

where
Δ(θ, ϕ) = EH

θ (−θ,−ϕ)EV

ϕ (−θ,−ϕ) − EV

θ (−θ,−ϕ)EH

ϕ (−θ,−ϕ) (8.3.24)

Formulas (8.3.18)−(8.3.24) form the basic ones in radiation pattern measurement from pla-
nar near-field scanning with the probe compensation.

It is seen from (8.3.24) that if the circular polarization is used as the probe, it is impossible
to obtain different results through the rotation of the probe. Therefore (8.3.24) will be always
zero. Consequently, it is impossible to find the solution by using the probe with circular
polarization.

In (8.3.22) and (8.3.23), we only need to know the radiation pattern of the probe facing
the direction of (θ, ϕ) in the measurement-range of AUT. To insure the non-zero of (8.3.24),
the radiation pattern of the probe should be no zero-point in this range.

Good polarization-purity of the probe is important to the precision of the measurement.
For simplicity, the maximum radiation of the probe should be directed parallel to the z axis
and the orientation of the polarization should be either parallel to x axis (for H-polarization)
or parallel to y axis (for V-polarization).

For a linearly polarized antenna, performance is often described in terms of its principal
E− and H− plane patterns. We consider two simple cases

1. ϕ = 0◦ plane, H-polarization: in this case, EH
ϕ = 0, (8.3.22) yields

Eθ(θ, ϕ) =
c1 cos θIH(θ, ϕ)
EH

θ (−θ,−ϕ)
(8.3.25)

2. ϕ = 90◦ plane, V-polarization: in this case, EV

θ = 0, (8.3.23) yields

Eϕ(θ, ϕ) = −c1 cos θIV (θ, ϕ)
EV

ϕ (−θ,−ϕ)
(8.3.26)

IH(θ, ϕ) and IV (θ, ϕ) in (8.3.18) and (8.3.19) may be calculated by using fast Fourier trans-
form (FFT). Dividing the measurement plane into grids with the coordinates (z0, mΔx, nΔy),
where 0 � m � M − 1, 0 � n � N − 1, M and N are the numbers of the measurement-
points along x and y directions respectively, they depend on the size of the measurement-
plane (X, Y ) and samplings

M =
X

Δx
+ 1

N =
Y

Δy
+ 1 (8.3.27)
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Then, (8.3.18) and (8.3.19) may be written in the form of FFT

I

(
2πL1

MΔx
,
2πL2

NΔy

)
=ej{k2−[2πL1/(MΔx)]2−[2πL2/(NΔy)]2}1/2

·
M−1∑
m=0

N−1∑
n=0

[
C(z0, mΔx, nΔy)ej

2πL1
M m · ej

2πL2
N n

]
(8.3.28)

where

2πL1

MΔx
=kx = k sin θ cosϕ, −M

2
� L1 � M

2
− 1

2πL2

NΔy
=ky = k sin θ sin ϕ, −N

2
� L2 � N

2
− 1 (8.3.29)

the corresponding angles are

θ =cos−1

[
λL2

NΔy

]

ϕ=sin−1 L1λ/(MΔx){
1 − [L2λ/(NΔy)]2

}1/2
(8.3.30)

8.4 Integral Equation Approach

The basic formula of near-field measurement based on PWS approach as is given in
(8.2.18) involves the integral with limits of infinity. Since in practice the measurement
plane is finite, when making the Fourier transform, it is clear that the result will be only
approximate. It has been shown in Figure 8.3 that the smaller the measurement plane, the
smaller the valid angle. To solve this problem, the near-field measurement based on the
integral equation approach was proposed[10, 11].

For simplicity of illustrating the principle, the probe compensation is not included here.
The fundamental relationships used in this section are based on Section 8.2. For the integral
equation approach, a fictitious source plane is considered of the same dimension as the
measurement plane but translated a distance d towards the source with the source plane
located at z = 0. On this source plane, we put fictitious magnetic currents. If one knows the
complex values of the magnetic currents on the source plane, one can evaluate the fields at the
measurement plane. Conversely, if the measurement fields are known, then one can find the
complex amplitudes of the magnetic currents put on the source plane mathematically. The
philosophy of this approach is to recover the aperture fields, and magnetic current density,
from the measurement fields through the integral equation which relates the aperture and
the measurement fields.

Consider an arbitrary shaped antenna radiating into free space with the aperture of the
antenna being a plane surface, which separates the space into left-half and right-half spaces.
Consider the general equivalent problem as shown in Figure 8.5. Because it is postulated
that the electromagnetic fields in the left-half space are zero, a perfect electric conductor
can be placed on the xoy plane. If it is further assumed that the tangential component of
the electric field on the total plane is zero except on S0 then m exists only on S0. Using
image theory, the equivalent magnetic current m can be expressed as

m = 2E× n̂ on S0 (8.4.1)
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The measurement electric field Emeas(r) produced by the radiation of m in free space can
be obtained through the integral equation derived in the following.

Now the magnetic current is the only source, from the equivalence principle we have

Emeas = −∇× Am (8.4.2)

Region I

Perfect electric conductor

AUT

x

z

Region II

J = 0

m = E×n̂

E = E(m)
H = H(m)
(ε 0, μ 0)

(ε 0, μ 0) S0
E = H = 0

Figure 8.5 Equivalent magnetic current approach.

where Am is the vector electric potential and is expressed as

Am =
∫ ∞

−∞

∫ ∞

−∞
m(x′, y′, z′ = 0)G(r, r′)dx′dy′ (8.4.3)

G(r, r′) is the Green’s function in free space

G(r, r′) =
e−jk|r−r′|

4π|r− r′| (8.4.4)

where |r − r′| is the distance between the source point and the field point.
Substituting (8.4.3) into (8.4.2) yields

Emeas(r) = −
∫
S0

∫
m(r′) ×∇′G(r, r′)dx′dy′ (8.4.5)

where

∇× G(r, r′)m(r′) = ∇G(r, r′) × m(r′) + G(r, r′)∇× m(r′) = ∇G(r, r′) × m(r′)

and ∇ = −∇′ are used.
For the planar scanning, the x and y components of the electric near fields are usually

measured and are taken into account in (8.4.5). In this case, the following integral equation
can be obtained for the equivalent magnetic currents[

Emeas,x(r)
Emeas,y(r)

]
= −

∫∫
S0

[
0 ∂G(r,r′)

∂z′
∂G(r,r′)

∂z′ 0

][
mx(r′)
my(r′)

]
dx′dy′ (8.4.6)
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It is seen from (8.4.6) that the obtained integral equation is a decoupled one with respect
to the two components of the magnetic currents. So instead of solving (8.4.6), the following
two simple integral equations can be solved separately:

Emeas,x(r) = −
∫∫
S0

∂G(r, r′)
∂z′

my(r′)dx′dy′ (8.4.7-a)

Emeas,y(r) = −
∫∫
S0

∂G(r, r′)
∂z′

mx(r′)dx′dy′ (8.4.7-b)

The explicit expression is:

∂G(r, r′)
∂z′

=
e−jk0|r−r′|

4π|r− r′|2 (z − z′)
[
jk0 +

1
|r − r′|

]
(8.4.8)

In the present case, z′ = 0 and z = d.
After formulating the E-field integral equations, the moment method is used to transform

them into matrix equations.
If the number of measured near-field points is the same as that of current elements then

the solution of the matrix equation is unique. If the number of measured near-field points
is larger than that of current elements a least-squares solution is obtained. The reduction
of size S0 in Figure 8.5 results in the higher condition number of the matrix. The proper
choice of it is important.

Instead of using equivalent magnetic currents as sources in the general magnetic current
approach, an equivalent magnetic dipole array can also be used to replace the aperture of
the test antenna. This is a good approximation as long as the source and the measurement
planes are separated by a wavelength (i.e., d = λ ). The use of dipoles eliminates the need
for integration of the matrix elements in the evaluation of the impedance matrix.

In solving the matrix equation, the matrices involved could be very large. The equations
can be solved very efficiently utilizing the FFT and the conjugate gradient method. Since per
iteration, two two-dimensional FFT is computed, the integral equation approach is about
20 times slower than the PWS approach for 6400 unknowns. However, once these magnetic
currents are known, the far field can easily be computed utilizing the FFT without suffering
from the truncation error caused by the finite measurement plane.

To make the comparison between these two approaches, we take the two-dimensional
Fourier transform of both sides of (8.4.7-a) and extend the limits of the integral from −∞
to +∞. The application of convolution theorem results in

∫ ∞

−∞

∫ ∞

−∞
Emeas,x(x, y, z = d)ej(kxx+kyy)dxdy = m̃y(kx, ky)

∂G̃(kx, ky)
∂z′

(8.4.9)

where m̃y is the two-dimensional Fourier transform of the magnetic currents located at the
source plane, G̃(kx, ky) is the two-dimensional Fourier transform of G(r, r′) and has been
given in Chapter 4 formula (4.2.3) as:

G̃(kx, ky, z, z′) =
−j

2kz
e−j|z−z′|(k2

0−k2
x−k2

y)1/2
(8.4.10)

with
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Re
{

(k2
0 − k2

x − k2
y)1/2

}
� 0 (8.4.11)

and

Im
{
(k2

0 − k2
x − k2

y)1/2
}

< 0 (8.4.12)

In (8.4.9), the identity ˜∂G/∂z′ = ∂G̃/∂z′ is used.
From (8.4.10), we have

∂

∂z′
G̃(kx, ky, z, z′) =

1
2

sgn(z − z′)e−j|z−z′|(k2
0−k2

x−k2
y)1/2

(8.4.13)

where sgn(z) is the signum function. Since z′ = 0 and z = d.

∂

∂z′
G̃(kx, ky, z, z′) =

1
2
e−jd(k2

0−k2
x−k2

y)1/2
(8.4.14)

Substituting (8.4.14) into (8.4.9) results in

∫ ∞

−∞

∫ ∞

−∞
Emeas,x(x, y, z = d)ej(kxx+kyy)dxdy =

1
2
m̃y(kx, ky)e−jkzd (8.4.15)

The left side of (8.4.15) is defined as Ẽmeas,x(kx, ky, d). Using (8.4.1), (8.4.15) may be
written as

Ẽx(kx, ky) = ejkzdẼmeas,x(kx, ky, d) (8.4.16)

or, in the vector form, as

Ẽ(kx, ky) = ejkzdẼmeas,x(kx, ky, d) (8.4.17)

Hence (8.4.17) is equivalent to (8.2.18). So for the information on the measurement plane,
the integral equation approach is basically to transfer the measurement data to the source
plane and then take the Fourier transform to the far field. However, if the measurement
plane is finite in size, then the transfer of the data from z = d plane to z = 0 plane
utilizing the Fourier transform is not accurate because of the truncation error. Therefore in
order to go to the source plane, an alternate transformation is used in the integral equation
approach through the Green’s function. Theoretically, this reduces the truncation error
problem introduced by the two-dimensional Fourier transform.

Although the integral equation approach takes more CPU time to produce the far fields
for the same number of data points, this approach requires fewer measured data points than
the conventional PWS approach to provide comparable numerical accuracy in the far fields
when applied to the same near-field data. So the total measurement time in the integral
equation approach is less to achieve equivalent numerical accuracy in the far-field result
compared to the PWS approach[11].

8.5 Array Diagnostics

8.5.1 Theory

Any microwave reconstruction (microwave holographic) method can be considered as a
special case of a more general topic in the area of the inverse scattering. Generally speaking,
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from the knowledge of the complex measured scattering (or radiation) data, one wants to
identify the object[12]. This is a very difficult problem. Many attempts have been made
to develop a variety of techniques. The basic idea is to reconstruct the induced surface or
volume currents from the integro-differential equations.

For the array diagnostics, the assumption is made that we know shape of the array and
element locations and geometry. The object of the diagnostics is to identify the array element
excitation coefficient variations, both in the amplitude and in the phase. It is clear that this
special inverse problem is better defined than the general case where not much is known
about the object.

Actually, the aperture distribution can be recovered from the near-field measurement by
using formulas (8.2.15) and (8.2.18). The aperture distribution may be used for the purpose
of diagnostics. The common technique used to perform the inverse Fourier transform in
(8.2.15) is to use the fast Fourier transform (FFT). The FFT requires that the far-field be
sampled on a regularized grid of points. If the location points fall on the element locations,
they will accurately reconstruct the array current distribution. If the points do not fall
on the element locations, the reconstruction will be poorer in quality because a discrete
element grid is being sampled by a discrete reconstruction grid. The FFT offers some
control over the separation and location of the reconstruction points, but it is difficult to
match reconstruction points with array element points, and these reconstructions tend to
be less accurate. A better technique is to use the discrete Fourier transform (DFT), which
performs the integration of (8.2.15) by using the double summation[13]

E(x, y, 0) =
1

4π2

∑
i,j

Ẽ(kxi, kyj)e−j(kxix,kyjy)ΔkxiΔkyj (8.5.1)

Note that (8.5.1) allows the user to choose the reconstruction location point (x, y, 0). The
FFT requires less computer time to perform the reconstruction than does the DFT, but
the increased accuracy provided by the DFT warrants its use in cases where the element
anomalies are small, or a more accurate determination of the amplitude and phase needs to
be made. A possible algorithm for reconstruction would be to quickly locate the excitation
anomalies with the FFT, and then to use the DFT to recover more precise values of the
anomalies at those specific locations[13]. As a physical analogy of this procedure, consider
star gazing with a telescope. The lens of the telescope acts as the FFT and the sky as the
input data. When the telescope is out of focus so as to view the entire sky, the telescope
does not need to be moved at all to characterize all of the sky at this coarse “focus.” This
smeared view cannot resolve closely spaced stars or planets. As the telescope is focused to
its fine resolution, so as to examine a smaller region of the sky, it must be moved. In this
case the telescope acts as the DFT and the removal is implemented through the choice of
the reconstruction location point.

In transforming the field from the plane z = d to the plane z = 0 by using Eqn. (8.2.18),
which is called the backward transform, the visible part of Ẽ(kx, ky) is multiplied by a
factor whose modulus is unity, whereas its invisible part is multiplied by a factor that is
exponentially varying with z and is an amplification for the backward transform. As a
consequence, when the Plane Wave Spectrum (PWS) on the aperture plane is calculated,
large errors can be produced in the invisible part. The invisible part corresponds to the
evanescent waves which vary rapidly on the plane. Therefore, to ignore the invisible part of
the spectrum leads to a “smoothed” version of the actual aperture current distribution. This
solution can be adequate for many purposes; however, if a more accurate reconstruction of
the current distribution is required in the near-field diagnostics, the invisible PWS should
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be involved[14]. In fact, the near-field measurement approach based on the integral equation
as described in Section 8.4 may be used to take into account the effect of the evanescent
waves as is done in [15]. The effect of the evanescent waves is examined by defining the ratio
q of the evanescent wave spectrum energy to the whole energy[15]

q =

∫
k2

x+k2
y>k2

0

∫
|Ẽ(kx, ky)|2dkxdky

∞∫
−∞

∞∫
−∞

|Ẽ(kx, ky)|2dkxdky

(8.5.2)

The numerical simulation of two examples shows that when ratio q is −33dB, the difference
of the reconstructed amplitude distribution between those with and without evanescent
waves is −30dB; when ratio q is −95dB, the difference is less than −100dB.

Several other techniques are available to include the evanescent waves[16–18]. For example,
by steering an array, the pattern characteristics outside of real space can be brought into
view. Thus, with several (e.g., four) tests, we can observe a complete picture of the antenna
“spectrum” well beyond real space limits and fine details of the distribution computed with
the merged spectrum. In merging the spectral regions, the average of the regions is taken
where the regions overlap. A related method artificially turns on a fraction of the elements.
If, for example, every other column were turned on, this sparsely populated array would
have a spacing much larger than needed for the azimuth spectral data. The entire spectrum
is visible in that case, and the distribution on the odd numbered columns can be calculated.
Switching on the even numbered columns would provide the remaining information.

In the conventional near-field measurement, both the amplitude and the phase should be
measured. However, in some cases the phase information is either unavailable or erroneous.
The prohibitive cost of vector measurement equipment and high frequency measurements are
two examples of applications in which phaseless near-field antenna measurements through
phase retrieval methods may be attractive. The phase retrieval algorithm is based on an
iterative Fourier method. The procedural steps required for executing this algorithm are
depicted in Figure 8.6[19] where AUT denotes antenna under test. The algorithm requires
near-field amplitude measurements on two planes (steps 1 and 2) which are separated by just
a few wavelengths. A geometric description of the AUT’s aperture plane, also commonly

Figure 8.6 Phase retrieval algorithm[19]
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referred to as the object or aperture constraint, is also required. The amplitude data on
each measurement plane and the AUT constraint comprise the inputs to the Fourier iteration
(steps 3−6) used for the phase retrieval. The product of the Fourier iteration is the complex
near-field distribution on the AUT aperture plane and each of the two measurement planes.
The Fourier iteration ensures, assuming successful retrieval of the phase, that the complex
field distribution on these three planes are related by the Fourier transform. This relationship
allows the far-field pattern of the AUT to be computed from the complex field distribution
on any one of these three planes (step 7), using standard planar near-field techniques.

An initial guess for the amplitude and phase in the aperture plane of the AUT is made
and truncated to the known physical extent of the AUT aperture constraint. This estimate
is then propagated, using PWS techniques implemented by FFT, out to the first measure-
ment plane. An error metric at this measurement plane is then computed by summing the
squared difference of the calculated modulus and measured modulus at each point on the
measurement plane. The calculated amplitude error metric is stored, the measured modulus
replaces the calculated modulus, and the result is propagated back to the AUT aperture
plane.

The calculated amplitude and phase at the AUT aperture plane is again truncated to
the known physical extent of the AUT and the result is propagated out to the second
measurement plane. An error metric, identical to that computed at the first measurement
plane, is calculated and stored, the measured modulus replaces the calculated modulus, and
the result is propagated back to the AUT aperture plane where the calculated amplitude
and phase is again truncated to the known physical extent of the AUT.

The computed error metrics on the two measurement planes, at this point, are examined
to determine whether iterations should continue. Appropriate stopping criteria include both
an absolute error limit and an error convergence limit. If a stopping criterion is met, then
the retrieved amplitude and phase on the AUT aperture plane and the two measured planes
are stored and the iterations terminate. If a stopping criterion is not met, then the process
is repeated until a stopping criterion is met.

The comprehensive study on the comparison between the conventional and phaseless pla-
nar near-field antenna measurements done in [19] has demonstrated that the phase retrieval
method can produce the true pattern with greater accuracy than that of the conventional
method when the measurement is contaminated with probe position errors. Examples of
the successful diagnostics by using the phase retrieval method are also given in [20]. Dis-
tinguishing advantages of the phase retrieval processing are the absence of a requirement
to know the actual measurement locations (other than the nominal location of the two re-
quired measurement planes) and the ability to obtain the true antenna pattern even when
subject to relatively large probe position errors. These advantages offer the possibility of
performing high frequency measurements with ordinary measurement apparatus and per-
forming measurements “in the field” where measurement conditions are less controlled than
in a laboratory environment.

8.5.2 Diagnostics Example of Microstrip Antenna Array

We used the compact microstrip antenna array shown in Figure 6.21 as an example to do
the diagnosis. To simulate the failure elements, all the elements in the fourth column from
the left are blocked by thin absorbing patches as shown in Figure 8.7. Figure 8.8 shows the
diagnosis result by using FFT. The bright part is the aperture. The blocked part can be
clearly seen in the Figure.
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Figure 8.7 Blocked array of Figure 6.21.

Figure 8.8 Two dimensional amplitude distribution on the aperture in gray scale.
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Problems

8.1 Rewrite (8.3.10) in terms of the receiving antenna’s coordinate system being referred to.

8.2 For a ten-element electric dipole linear array in free space with the spacing of half wavelength,

find the current distribution to produce the array factor being Tschebyscheff type of −30dB.

Based on this array, do the simulation of near-field diagnostics by using the approach given

in Section 8.4.

8.3 With the same scenario as Problem 8.2, do the simulation by using the aperture extrapolation

approach proposed in [21], and compare the results with those obtained in Problem 8.2.

8.4 With the same scenario as Problem 8.2, do the diagnostics by using the combined FFT/DFT

method.

8.5 With the same scenario as Problem 8.2, examine the phase retrieval method.

8.6 Discuss the scheme of phased array diagnosis by using the phase weighting technique in

Section 2.6.2.
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