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Preface

he	main	objective	of	this	book	is	to	present	all	relevant	information	required	for	RF
and	microwave	power	amplifier	design,	 including	well-known	historical	and	 recent

novel	 schematic	 configuration,	 theoretical	 approaches,	 circuit	 simulation	 results,	 and
practical	 implementation	 techniques.	 This	 comprehensive	 book	 can	 be	 very	 useful	 for
lecturing	 to	 promote	 the	 systematic	way	of	 thinking	with	 analytical	 calculations,	 circuit
simulation,	and	practical	verification,	thus	making	a	bridge	between	theory	and	practice	of
RF	and	microwave	engineering.	As	it	often	happens,	a	new	result	is	the	well-forgotten	old
one.	Therefore,	 the	demonstration	of	not	only	new	results	based	on	new	technologies	or
circuit	 schematics	 is	 given,	 but	 some	 sufficiently	 old	 ideas	 or	 approaches	 are	 also
introduced	 that	 could	 be	 very	 useful	 in	 modern	 design	 practice	 or	 could	 contribute	 to
appearance	of	new	general	architectural	ideas	and	specific	circuit	design	techniques.	As	a
result,	this	book	is	intended	for	and	can	be	recommended	to	university-level	professorsas	a
comprehensive	 reference	 material	 to	 help	 in	 lecturing	 for	 graduates	 and	 postgraduates
students,	 to	 researchers	 and	 scientists	 to	 combine	 the	 theoretical	 analysis	with	practical
design	and	to	provide	a	sufficient	basis	for	innovative	ideas	and	circuit	design	techniques,
and	to	practicing	designers	and	engineers	as	the	book	contains	numerous	well-known	and
novel	practical	circuits,	architectures,	and	theoretical	approaches	with	detailed	description
of	their	operational	principles	and	applications.

In	Chap.	1,	the	two-port	networks	are	introduced	to	describe	the	behavior	of	linear	and
nonlinear	 circuits.	 To	 characterize	 the	 nonlinear	 properties	 of	 the	 bipolar	 or	 field-effect
transistors,	 their	 equivalent	 circuit	 elements	 are	 expressed	 through	 the	 impedance	 Z-
parameters,	 admittance	 Y-parameters,	 or	 hybrid	 H-parameters.	 On	 the	 other	 hand,	 the
transmission	ABCD-parameters	are	very	important	in	the	design	of	the	distributed	circuits
such	as	a	transmission	line	or	cascaded	elements,	whereas	the	scattering	S-parameters	are
widely	used	to	simplify	a	measurement	procedure.

The	 main	 purpose	 of	 Chap.	 2	 is	 to	 present	 widely	 used	 nonlinear	 circuit	 design
techniques	 to	 analyze	 nonlinear	 power	 amplifier	 circuits.	 In	 general,	 there	 are	 several
approaches	 to	 analyze	 and	 design	 these	 nonlinear	 circuits,	 depending	 on	 their	 main
specifications,	 for	 example,	 an	 analysis	 in	 the	 time	 domain	 when	 it	 is	 necessary	 to
determine	 the	 transient	 circuit	 behavior,	 or	 in	 the	 frequency	 domain	 to	 provide	 an
improvement	 of	 the	 power	 and	 spectral	 performances	 when	 such	 parasitic	 effects	 as
instability	 and	 spurious	 emissions	must	be	 eliminated	or	minimized.	By	using	 the	 time-
domain	technique,	it	is	quite	easy	to	describe	the	circuit	by	differential	equations,	whereas
the	frequency-domain	analysis	 is	more	explicit	when	a	relatively	complex	circuit	can	be
reduced	to	one	or	more	sets	of	immittances	at	each	harmonic	component.	The	dynamic	X-
parameters	are	introduced	as	a	novel	way	to	build	behavioral	models	for	power	amplifiers
that	include	long-term	memory	effects.

In	 Chap.	 3,	 all	 necessary	 steps	 to	 provide	 an	 accurate	 device	 modeling	 procedure
starting	with	the	determination	of	the	device	small-signal	equivalent	circuit	parameters	are
described	and	discussed.	A	variety	of	nonlinear	models	for	MOSFET,	MESFET,	HEMT,



and	bipolar	devices	 including	HBTs,	which	are	very	prospective	 for	modern	microwave
monolithic	integrated	circuits	of	power	amplifiers,	are	presented.	In	order	to	highlight	the
advantages	or	drawbacks	of	one	nonlinear	device	model	over	the	other,	a	comparison	of
the	measured	and	modeled	voltage-current	 and	voltage-capacitance	characteristics	 and	a
frequency	range	of	model	application	are	provided.

A	 concept	 of	 the	 impedance	matching	 and	 impedance-matching	 technique,	which	 is
very	 important	when	designing	power	amplifiers,	 is	described	and	presented	 in	Chap.	4.
First,	 the	 main	 principles	 and	 impedance-matching	 tools	 such	 as	 the	 Smith	 chart	 are
described,	providing	a	starting	point	of	the	matching	design	procedure.	As	an	engineering
solution	 in	 general	 depends	 on	 the	 different	 circuit	 requirements,	 the	 designer	 should
choose	the	optimum	solution	among	a	variety	of	the	matching	networks,	including	either
lumped	 elements	 and	 transmission	 lines	 or	 both	 of	 them.	To	 simplify	 and	 visualize	 the
matching	 design	 procedure,	 an	 analytical	 approach,	which	 allows	 the	 parameters	 of	 the
matching	circuits	using	simple	equations	to	be	calculated,	and	the	Smith	chart	 traces	are
discussed	and	illustrated	with	several	examples	of	the	narrowband	and	broadband	RF	and
microwave	power	amplifiers	using	bipolar	or	MOSFET	devices.	Finally,	design	formulas
and	curves	are	given	for	several	 types	of	transmission	lines,	such	as	stripline,	microstrip
line,	slotline,	and	coplanar	waveguide.

Chapter	5	describes	the	basic	properties	of	three-	and	four-port	networks,	as	well	as	a
variety	of	different	power	combiners,	impedance	transformers,	and	directional	couplers	for
RF	and	microwave	power	amplifier	applications.	Therefore,	for	power	combining	in	view
of	insufficient	power	performance	of	the	active	devices,	it	is	best	to	use	the	coaxial	cable
combiners	with	ferrite	core	to	combine	the	output	powers	of	RF	power	amplifiers	intended
for	wideband	applications.	As	the	device	output	impedance	for	high	output	power	levels	is
usually	 too	small,	 to	match	 this	 impedance	with	a	standard	50-Ω	load,	 it	 is	necessary	 to
use	 the	 coaxial	 cable	 transformers	 with	 specified	 impedance	 transformation.	 For
narrowband	 applications,	 the	N-way	 Wilkinson	 combiners	 are	 widely	 used	 due	 to	 the
simplicity	of	their	practical	realization.	Because	the	size	of	the	power	combiners	should	be
very	 small	 at	 microwave	 frequencies,	 the	 commonly	 used	 hybrid	microstrip	 combiners
including	different	types	of	the	microwaves	hybrids	and	directional	couplers	are	described
and	analyzed.

Chapter	 6	 represents	 the	 fundamentals	 of	 the	 power	 amplifier	 design,	 which	 is
generally	a	complicated	procedure	when	it	is	necessary	to	provide	simultaneously	accurate
active	 device	 modeling,	 effective	 impedance	 matching	 depending	 on	 the	 technical
requirements	 and	 operation	 conditions,	 stability	 in	 operation,	 and	 ease	 in	 practical
implementation.	 Therefore,	 initially	 the	 key	 definitions	 of	 different	 power	 gains	 and
stability	are	 introduced.	For	a	 stable	operation	of	 the	power	amplifier,	 it	 is	necessary	 to
evaluate	 the	frequency	domains	where	 the	active	device	may	be	potentially	unstable.	To
avoid	 parasitic	 oscillations,	 the	 stabilization	 circuit	 technique	 for	 different	 frequency
domains	from	low	frequencies	to	high	frequencies	close	to	the	device	transition	frequency
is	 analyzed	 and	 discussed.	 One	 of	 the	 key	 parameters	 of	 the	 power	 amplifier	 is	 its
linearity,	which	 is	very	 important	 for	many	TV	and	cellular	 applications.	Therefore,	 the
relationships	between	the	output	power,	1-dB	gain	compression	point,	third-order	intercept
point,	and	third-	and	higher-order	intermodulation	distortions	are	given	and	illustrated	for
different	 active	 devices.	 The	 basic	 classes	 of	 the	 power	 amplifier	 operation,	 namely



Classes	A,	AB,	B,	 and	C,	 are	 introduced,	 analyzed,	 and	 illustrated.	 The	 device	 biasing
conditions	and	examples	of	the	bias	circuits	for	MOSFET	and	bipolar	devices	to	improve
linearity	or	to	increase	efficiency	are	shown	and	discussed.	Also,	the	concept	of	push-pull
amplifiers	and	 their	 circuit	design	using	balanced	 transistors	 is	given.	 In	a	 final	 section,
the	several	practical	examples	of	power	amplifiers	using	MOSFET,	MESFET,	and	bipolar
devices	 in	 the	different	 frequency	ranges	and	for	different	output	powers	are	shown	and
discussed.

Modern	 commercial	 and	 military	 communication	 systems	 require	 high-efficiency
long-term	 operating	 conditions.	 Chapter	 7	 describes	 in	 detail	 the	 possible	 load-network
solutions	 to	 provide	 a	 high-efficiency	 power	 amplifier	 operation	 based	 on	 using
overdriven	Class-B,	Class-F,	inverse	Class-F,	and	Class-E	operation	modes	depending	on
the	technical	requirements.	In	Class-F	power	amplifiers	analyzed	in	the	frequency	domain,
the	fundamental	and	harmonic	load	impedances	are	optimized	by	short-circuit	termination
and	open-circuit	peaking	to	control	the	voltage	and	current	waveforms	at	the	drain	of	the
device	 to	obtain	maximum	efficiency.	 In	Class-E	power	amplifiers	 analyzed	 in	 the	 time
domain,	an	efficiency	improvement	is	achieved	by	realizing	the	on/off	switching	operation
with	special	current	and	voltage	waveforms	so	that	high	voltage	and	high	current	do	not
exist	at	the	same	time.

In	many	telecommunication,	radar	or	testing	systems,	the	transmitters	operate	in	a	very
wide	 frequency	 range.	 Chapter	 8	 describes	 the	 power	 amplifier	 design	 based	 on	 a
broadband	 concept	 that	 provides	 some	 advantages	 when	 there	 is	 no	 need	 to	 tune	 the
resonant-circuit	 parameters.	However,	 there	 are	many	 factors	 that	 restrict	 the	 frequency
bandwidth	depending	on	the	active	device	parameters.	As	a	result,	it	is	sufficiently	easy	to
provide	multioctave	amplification	from	very	low	frequencies	up	to	ultrahigh	frequencies
using	the	power	MOSFET	devices	when	lossy	gain	compensation	is	provided.	At	higher
frequencies	when	the	device	input	impedance	is	significantly	smaller	and	influence	of	its
internal	 feedback	 and	 parasitic	 parameters	 is	 substantially	 higher,	 it	 is	 necessary	 to	 use
multisection	matching	networks	with	lumped	and	distributed	elements.	As	an	alternative,
the	parallel-circuit	Class-E	 load-network	configuration	can	be	easily	 implemented	 in	 the
broadband	 high-efficiency	 power	 amplifier	 design.	 A	 variety	 of	 broadband	 power
amplifiers	using	in	different	frequency	ranges	are	presented	and	described.

In	 modern	 telecommunication	 systems,	 it	 is	 very	 important	 to	 realize	 both	 high-
efficiency	and	 linear	operation	of	 the	power	amplifiers.	Chapter	9	describes	a	variety	of
techniques	and	approaches	that	can	improve	the	power	amplifier	performance.	To	increase
efficiency	 over	 power	 backoff	 range,	 the	 outphasing	 and	 envelope-tracking	 power
amplifier	 architectures,	 as	 well	 as	 the	 switched-path	 and	 variable-load	 power	 amplifier
configurations	 are	 discussed	 and	 analyzed.	 To	 improve	 linearity	 of	 the	 operation,	 the
feedforward	linearizing	technique	and	different	types	of	predistortion	linearization	circuit
schematics	are	demonstrated	and	explained.	Finally,	the	design	and	implementation	of	the
monolithic	 integrated	 circuits	 of	 the	 high-efficiency	 GaAs	 HBT	 and	 CMOS	 power
amplifiers	for	handset	application	are	shown	and	described.

Chapter	 10	 describes	 the	 historical	 aspect	 of	 the	 Doherty	 approach	 to	 the	 power
amplifier	 design	 and	 modern	 trends	 in	 Doherty	 amplifier	 design	 techniques	 using
multistage	and	asymmetric	multiway	architectures.	To	increase	efficiency	over	the	power-



backoff	 range,	 the	 switchmode	 Class-E,	 conventional	 Class-F,	 or	 inverse	 Class-F
operation	mode	 by	 controlling	 the	 second	 and	 third	 harmonics	 can	 be	 used	 in	 the	 load
network.	 The	 Doherty	 amplifier	 with	 a	 series	 connected	 load	 and	 inverted	 Doherty
architectures	are	also	described	and	discussed.	Finally,	examples	of	 the	 lumped	Doherty
amplifier	 implemented	 in	 monolithic	 microwave	 integrated	 circuits,	 digitally	 driven
Doherty	technique,	and	broadband	capability	of	the	two-stage	Doherty	amplifier	are	given.





T

Acknowledgment

he	author	wishes	to	thank	his	wife,	Galina	Grebennikova,	for	performing	important
numerical	 calculation	 and	 computer	 artwork	 design,	 and	 for	 her	 constant

encouragement,	inspiration,	support,	and	assistance.



CHAPTER	1



T

Two-Port	Network	Parameters	and
Passive	Elements

he	two-port	equivalent	circuits	are	widely	used	in	RF	and	microwave	circuit	design
to	describe	the	electrical	behavior	of	both	active	devices	and	passive	networks	[–4].

The	 two-port	 network	 impedance	Z-parameters,	 admittance	 Y-parameters,	 or	 hybrid	H-
parameters	 are	 very	 important	 to	 characterize	 the	 nonlinear	 properties	 of	 the	 active
devices,	bipolar	or	 field-effect	 transistors.	The	 transmission	ABCD-parameters	of	 a	 two-
port	network	are	very	convenient	 for	designing	 the	distributed	circuits	 like	 transmission
lines	or	cascaded	elements.	The	scattering	S-parameters	 are	useful	 to	 characterize	 linear
circuits	 and	 required	 to	 simplify	 the	 measurement	 procedure.	 Transmission	 lines	 are
widely	 used	 in	 matching	 circuits	 in	 power	 amplifiers,	 directional	 couplers,	 power
combiners,	and	dividers.	Monolithic	implementation	of	lumped	inductors	and	capacitors	is
usually	required	at	microwave	frequencies	and	for	portable	devices.

1.1	Traditional	Network	Parameters
The	basic	diagram	of	a	two-port	nonautonomous	transmission	system	can	be	represented
by	the	equivalent	circuit	shown	in	Fig.	1.1,	where	VS	is	the	independent	voltage	source,	ZS
is	 the	 source	 impedance,	 LN	 is	 the	 linear	 time-invariant	 two-port	 network	 without
independent	source,	and	ZL	is	the	load	impedance.	The	two	independent	phasor	currents	I1
and	 I2	 (flowing	 across	 input	 and	 output	 terminals)	 and	 phasor	 voltages	 V1	 and	 V2
characterize	 such	 a	 two-port	 network.	 For	 autonomous	 oscillator	 systems,	 in	 order	 to
provide	 an	 appropriate	 analysis	 in	 the	 frequency	domain	of	 the	 two-port	network	 in	 the
negative	one-port	representation,	it	is	sufficient	to	set	the	source	impedance	to	infinity.	For
a	 power	 amplifier	 design,	 the	 elements	 of	 the	matching	 or	 resonant	 circuits,	 which	 are
assumed	 to	 be	 linear	 or	 appropriately	 linearized,	 can	 be	 found	 among	 the	 LN-network
elements,	or	additional	 two-port	 linear	networks	can	be	used	 to	describe	 their	 frequency
domain	behavior.



FIGURE	1.1	Basic	diagram	of	two-port	nonautonomous	transmission	system.

For	 a	 two-port	 network,	 the	 following	 equations	 can	 be	 considered	 to	 be	 imposed
boundary	conditions:

Suppose	 that	 it	 is	 possible	 to	 obtain	 a	 unique	 solution	 for	 the	 linear	 time-invariant
circuit	shown	in	Fig.	1.1.	Then,	the	two	linearly	independent	equations,	which	describe	the
general	two-port	network	in	terms	of	circuit	variables	V1,	V2,	I1,	and	I2,	can	be	expressed
in	a	matrix	form	as

or

The	complex	2	×	2	matrices	[M]	and	[N]	in	Eq.	(1.3)	are	independent	of	the	source	and
load	impedances	ZS	and	ZL	and	voltages	VS	and	VL,	respectively,	and	they	depend	only	on
the	circuit	elements	inside	the	LN	network.

If	matrix	 [M]	 in	 Eq.	 (1.3)	 is	 nonsingular	with	 |M|	 ≠	 0,	 this	 matrix	 equation	 can	 be
rewritten	in	terms	of	[I]	as

where	[Z]	is	the	open-circuit	impedance	two-port	network	matrix.	In	a	scalar	form,	matrix
Eq.	(1.5)	is	given	by

where	Z11	and	Z22	are	the	open-circuit	driving-point	impedances,	and	Z12	and	Z21	are	the
open-circuit	transfer	impedances	of	the	two-port	network.	The	voltage	components	V1	and
V2	due	to	the	input	current	I1	can	be	found	by	setting	I2	=	0	in	Eqs.	(1.6)	and	(1.7),	 thus
resulting	 in	an	open-output	 terminal.	Similarly,	 the	 same	voltage	components	V1	 and	V2
are	determined	by	setting	I1	=	0	when	the	input	terminal	becomes	open-circuited.

The	resulting	driving-point	impedances	can	be	written	as

whereas	the	two	transfer	impedances	are

Dual	 analysis	 can	 be	 used	 to	 derive	 the	 short-circuit	 admittance	 matrix	 when	 the
current	components	I1	and	I2	are	considered	as	outputs	caused	by	V1	and	V2.	If	matrix	[N]



in	Eq.	(1.3)	is	nonsingular	with	|N|	≠	0,	this	matrix	equation	can	be	rewritten	in	terms	of
[V]	as

where	[Y]	is	the	short-circuit	admittance	two-port	network	matrix.	In	a	scalar	form,	matrix
Eq.	(1.10)	is	written	as

where	Y11	and	Y22	are	the	short-circuit	driving-point	admittances,	and	Y12	and	Y21	are	the
short-circuit	 transfer	 admittances	 of	 the	 two-port	 network.	 In	 this	 case,	 the	 current
components	I1	and	I2	due	to	the	input	voltage	source	V1	are	determined	by	setting	V2	=	0
in	Eqs.	(1.11)	and	(1.12),	thus	creating	a	short	output	terminal.	Similarly,	the	same	current
components	I1	and	I2	are	determined	by	setting	V1	=	0	when	input	terminal	becomes	short-
circuited.

As	a	result,	the	two	driving-point	admittances	are

whereas	the	two	transfer	admittances	are

In	some	cases,	an	equivalent	two-port	network	representation	can	be	redefined	in	order
to	express	the	voltage	source	V1	and	output	current	I2	in	terms	of	the	input	current	I1	and
output	voltage	V2.	If	the	submatrix

given	in	Eq.	(1.4)	is	nonsingular,	then

where	[H]	 is	 the	hybrid	two-port	network	matrix.	In	a	scalar	form,	it	 is	best	 to	represent
matrix	Eq.	(1.15)	as

where	 h11,	 h12,	 h21,	 and	 h22	 are	 the	 hybrid	H-parameters.	 The	 voltage	 source	 V1	 and
current	component	I2	are	determined	by	setting	V2	=	0	for	the	short	output	terminal	in	Eqs.
(1.16)	and	(1.17)	as



where	 h11	 is	 the	 driving-point	 input	 impedance	 and	 h21	 is	 the	 forward	 current	 transfer
function.	Similarly,	 the	 input	voltage	 source	V1	 and	output	current	 I2	 are	determined	by
setting	I1	=	0	when	input	terminal	becomes	open-circuited	as

where	 h12	 is	 the	 reverse	 voltage	 transfer	 function	 and	 h22	 is	 the	 driving-point	 output
admittance.

The	 transmission	 parameters,	 often	 used	 for	 passive	 device	 analysis,	 are	 determined
for	 the	 independent	 input	 voltage	 source	V1	 and	 input	 current	 I1	 in	 terms	 of	 the	 output
voltage	V2	and	output	current	I2.	In	this	case,	if	the	submatrix

given	in	Eq.	(1.4)	is	nonsingular,	one	can	obtain

where	[ABCD]	is	the	forward	transmission	two-port	network	matrix.	In	a	scalar	form,	Eq.
(1.20)	can	be	written	as

where	A,	B,	C,	and	D	are	the	transmission	parameters.	The	voltage	source	V1	and	current
component	I1	are	determined	by	setting	I2	=	0	for	the	open	output	terminal	in	Eqs.	(1.21)
and	(1.22)	as

where	A	 is	the	reverse	voltage	transfer	function	and	C	 is	the	reverse	transfer	admittance.
Similarly,	the	input	independent	variables	V1	and	I1	are	determined	by	setting	V2	=	0	when
the	output	terminal	is	short-circuited	as

where	B	 is	 the	reverse	transfer	impedance	and	D	 is	 the	reverse	current	 transfer	function.
The	 reason	 that	 a	 minus	 sign	 is	 associated	 with	 I2	 in	 Eqs.	 (1.20)	 to	 (1.22)	 is	 that
historically	the	input	signal	for	transmission	networks	is	considered	as	flowing	to	the	input
port	whereas	 the	 output	 current	 is	 flowing	 to	 the	 load.	 The	 direction	 of	 the	 current	 –I2
entering	the	load	is	shown	in	Fig.	1.2.



FIGURE	1.2	Basic	diagram	of	loaded	two-port	transmission	system.

The	 parameters	 describing	 the	 same	 two-port	 network	 through	 different	 two-port
matrices	(impedance,	admittance,	hybrid,	or	transmission)	can	be	cross-converted,	and	the
elements	of	each	matrix	can	be	expressed	by	the	elements	of	other	matrices.	For	example,
Eqs.	(1.11)	and	(1.12)	for	the	Y-parameters	can	be	easily	solved	for	the	independent	input
voltage	source	V1	and	input	current	I1	as

By	 comparing	 the	 equivalent	Eqs.	 (1.21)	 and	 (1.22)	 and	 Eqs.	 (1.25)	 and	 (1.26),	 the
direct	 relationships	 between	 the	 elements	 of	 the	 transmission	 ABCD-matrix	 and
admittance	Y-matrix	are	written	as

where	ΔY	=	Y11Y22	–	Y12	Y21.

A	summary	of	 the	 relationships	between	 the	 impedance	Z-parameters,	admittance	Y-
parameters,	hybrid	H-parameters,	 and	 transmission	ABCD-parameters	 is	 shown	 in	Table
1.1,	where	ΔZ	=	Z11Z22	–	Z12Z21	and	ΔH	=	h11h22	–	h12	–	h12h21.



TABLE	1.1	Relationships	between	Z-,	Y-,	H-	and	ABCD-Parameters



1.2	Scattering	Parameters
The	concept	of	incident	and	reflected	voltage	and	current	parameters	can	be	illustrated	by
the	one-port	network	shown	in	Fig.	1.3,	where	the	network	impedance	Z	 is	connected	to
the	 signal	 source	 VS	 with	 the	 internal	 impedance	 ZS.	 In	 a	 common	 case,	 the	 terminal
current	 I	 and	 voltage	V	 consist	 of	 incident	 and	 reflected	 components	 (assume	 their	 rms
values).	 When	 the	 load	 impedance	 Z	 is	 equal	 to	 the	 conjugate	 of	 source	 impedance
expressed	as	 ,	the	terminal	current	becomes	the	incident	current,	which	is	calculated
from

FIGURE	1.3	Incident	and	reflected	voltages	and	currents.

The	terminal	voltage	defined	as	the	incident	voltage	can	be	determined	from

Consequently,	 the	 incident	 power,	 which	 is	 equal	 to	 the	maximum	 available	 power
from	the	source,	can	be	obtained	by

The	incident	power	can	be	presented	in	a	normalized	form	using	Eq.	(1.30)	as



This	allows	the	normalized	incident	voltage	wave	a	to	be	defined	as	the	square	root	of
the	incident	power	Pi	by

Similarly,	 the	normalized	 reflected	voltage	wave	b	 defined	 as	 the	 square	 root	 of	 the
reflected	power	Pr	can	be	written	as

The	 incident	 power	Pi	 can	 be	 expressed	 by	 the	 incident	 current	 Ii	 and	 the	 reflected
power	Pr	can	be	respectively	expressed	by	the	reflected	current	Ir	as

As	a	result,	the	normalized	incident	voltage	wave	a	and	reflected	voltage	wave	b	can
be	given	by

The	 parameters	 a	 and	 b	 also	 can	 be	 called	 the	 normalized	 incident	 and	 reflected
current	 waves	 or	 simply	 the	 normalized	 incident	 and	 reflected	 waves,	 respectively,
because	 the	 normalized	 current	 waves	 and	 the	 normalized	 voltage	 waves	 represent	 the
same	parameters.

The	voltage	V	and	current	I	 related	 to	 the	normalized	incident	and	reflected	waves	a
and	b	can	be	written	as

where

The	source	impedance	ZS	is	often	purely	real	and,	therefore,	is	used	as	the	normalized
impedance.	 In	microwave	 design	 technique,	 the	 characteristic	 impedance	 of	 the	 passive
two-port	networks,	 including	the	transmission	lines	and	connectors,	 is	considered	as	real
and	 equal	 to	 50	 Ω.	 This	 is	 very	 important	 for	 measuring	 S-parameters	 when	 all



transmission	 lines,	 source,	 and	 load	 should	 have	 the	 same	 real	 impedance.	When	ZS	 =	
	where	Z0	is	the	characteristic	impedance,	the	ratio	of	the	normalized	reflected

wave	 and	 the	 normalized	 incident	 wave	 for	 a	 one-port	 network	 is	 called	 the	 reflection
coefficient	Γ	defined	as

where	Z	=	V/I.

For	a	 two-port	network	shown	in	Fig.	1.4,	 the	normalized	reflected	waves	b1	and	b2
can	also	be	represented	by	the	normalized	incident	waves	a1	and	a2,	respectively,	as

FIGURE	1.4	Basic	diagram	of	S-parameter	two-port	network.

or,	in	a	matrix	form,

where	the	incident	waves	a1	and	a2	and	the	reflected	waves	b1	and	b2	for	complex	source
and	load	impedances	ZS	and	ZL	are	given	by

where	S11,	S12,	S21,	and	S22	are	the	S-parameters	of	the	two-port	network.

From	Eq.	(1.45),	it	follows	that	if	a2	=	0,	then



where	 S11	 is	 the	 reflection	 coefficient	 and	 S21	 is	 the	 transmission	 coefficient	 for	 ideal
matching	conditions	at	the	output	terminal	when	there	is	no	incident	power	reflected	from
the	load.

Similarly,

where	 S12	 is	 the	 transmission	 coefficient	 and	 S22	 is	 the	 reflection	 coefficient	 for	 ideal
matching	conditions	at	the	input	terminal.

To	convert	S-parameters	to	the	admittance	Y-parameters,	it	is	convenient	to	represent
Eqs.	(1.46)	and	(1.47)	as

where	it	is	assumed	that	the	source	and	load	impedances	are	real	and	equal	to	ZS	=	ZL	=
Z0.

Substituting	Eqs.	(1.50)	and	(1.51)	to	Eqs.	(1.11)	and	(1.12)	results	in

which	can	then	be	respectively	converted	to

Equations	(1.54)	and	(1.55)	can	be	easily	solved	for	the	reflected	waves	b1	and	b2	as

Comparing	 equivalent	 Eqs.	 (1.43)	 and	 (1.44)	 and	 Eqs.	 (1.56)	 and	 (1.57)	 gives	 the
following	relationships	between	the	scattering	S-parameters	and	admittance	Y-parameters:



The	 relationships	 between	 S-parameters	 with	 Z-,	H-,	 and	 ABCD-parameters	 can	 be
obtained	in	a	similar	fashion.	Table	1.2	shows	the	conversions	between	S-parameters	and
Z-,	Y-,	H-,	and	ABCD-parameters	 for	 the	simplified	case	when	 the	source	 impedance	ZS
and	the	load	impedance	ZL	are	equal	to	the	characteristic	impedance	Z0	[5].





TABLE	1.2	Conversions	between	S-Parameters	and	Z-,	Y-,	H-,	and	ABCD-Parameters

1.3	Interconnections	of	Two-Port	Networks
When	 analyzing	 the	 behavior	 of	 a	 particular	 electric	 circuit	 in	 terms	 of	 the	 two-port
network	parameters,	it	is	often	necessary	to	define	the	parameters	of	a	combination	of	the
two	 or	 more	 internal	 two-port	 networks.	 For	 example,	 the	 negative	 feedback	 amplifier
circuit	 consists	 of	 an	 active	 two-port	 network	 representing	 the	 amplifier	 stage,	which	 is
connected	in	parallel	with	a	passive	feedback	two-port	network.	In	general,	 the	two-port
networks	 can	 be	 interconnected	 using	 parallel,	 series,	 series-parallel,	 or	 cascade
connections.

To	 characterize	 the	 resulting	 two-port	 networks,	 it	 is	 necessary	 to	 take	 into	 account
which	 currents	 and	 voltages	 are	 common	 for	 individual	 two-port	 networks.	 The	 most
convenient	set	of	parameters	is	one,	for	which	the	common	currents	and	voltages	represent
a	simple	linear	combination	of	the	independent	variables.	For	the	interconnection	shown
in	Fig.	1.5(a),	the	two-port	networks	Za	and	Zb	are	connected	in	series	for	both	the	input
and	 output	 terminals.	 Therefore,	 the	 currents	 flowing	 through	 these	 terminals	 are	 equal
when





FIGURE	1.5	Different	interconnections	of	two-port	networks.

or,	in	a	matrix	form,

The	 terminal	 voltages	 of	 the	 resulting	 two-port	 network	 represent	 the	 corresponding
sums	of	the	terminal	voltages	of	the	individual	two-port	networks	when

or,	in	a	matrix	form,

The	currents	are	common	components	both	 for	 the	 resulting	and	 individual	 two-port
networks.	Consequently,	to	describe	the	properties	of	such	a	circuit,	it	is	most	convenient
to	use	the	impedance	matrices.	For	each	two-port	network	Za	and	Zb,	we	can	write	using
Eq.	(1.62),	respectively,

Adding	both	sides	of	Eqs.	(1.66)	and	(1.67)	yields

where

The	 circuit	 shown	 in	 Fig.	 1.5(b)	 is	 composed	 of	 the	 two-port	 networks	 Ya	 and	 Yb
connected	 in	 parallel,	where	 the	 common	 components	 for	 both	 resulting	 and	 individual
two-port	networks	are	the	input	and	output	voltages,	respectively,

or,	in	a	matrix	form,

Consequently,	to	describe	the	circuit	properties	in	this	case,	it	is	convenient	to	use	the
admittance	matrices	that	give	the	resulting	matrix	equation	in	the	form

where

The	 series	 connection	 of	 the	 input	 terminals	 and	 parallel	 connection	 of	 the	 output
terminals	 are	 characterized	 by	 the	 circuit	 in	 Fig.	 1.5(c),	 which	 shows	 a	 series-parallel
connection	of	 two-port	networks.	The	common	components	 for	 this	circuit	are	 the	 input
currents	and	the	output	voltages.	As	a	result,	 it	 is	most	convenient	 to	analyze	the	circuit
properties	using	hybrid	matrices.	The	resulting	two-port	hybrid	matrix	is	equal	to	the	sum



of	the	two	individual	hybrid	matrices	written	as

Figure	1.5(d)	shows	the	cascade	connection	of	the	two	individual	two-port	networks.
For	such	an	approach	using	the	one-by-one	interconnection	of	the	two-port	networks,	the
output	voltage	and	the	output	current	of	the	first	network	are	equal	to	the	input	voltage	and
the	input	current	of	the	second	one,	respectively,	when

In	this	case,	it	is	convenient	to	use	a	system	of	ABCD-parameters	given	by	Eqs.	(1.21)
and	(1.22).	As	a	result,	for	the	first	individual	two-port	network	shown	in	Fig.	1.5(d),

or,	using	Eqs.	(1.75)	and	(1.76),

Similarly,	for	the	second	individual	two-port	network,

Then,	substituting	matrix	Eq.	(1.80)	to	matrix	Eq.	(1.79)	yields

Consequently,	 the	 transmission	matrix	of	 the	 resulting	 two-port	network	obtained	by
the	cascade	connection	of	the	two	or	more	individual	two-port	networks	is	determined	by
multiplying	the	transmission	matrices	of	the	individual	networks.	This	important	property
is	widely	used	in	the	analysis	and	design	of	transmission	networks	and	systems.

1.4	Practical	Two-Port	Networks

1.4.1	Single-Element	Networks
The	simplest	networks,	which	 include	only	one	element,	can	be	constructed	by	a	series-
connected	admittance	Y,	as	shown	in	Fig.	1.6(a),	or	by	a	parallel-connected	impedance	Z,
as	shown	in	Fig.	1.6(b).



FIGURE	1.6	Single-element	networks.

The	two-port	network,	consisting	of	the	single	series	admittance	Y,	can	be	described	in
a	system	of	the	admittance	Y-parameters	as

or,	in	a	matrix	form,

which	means	 that	Y11	=	Y22	=	Y	 and	Y12	 =	Y21	 =	−Y.	The	 resulting	matrix	 is	 a	 singular
matrix	with	|Y|	=	0.	Consequently,	it	is	impossible	to	determine	such	a	two-port	network
with	the	series	admittance	Y-parameters	through	a	system	of	the	impedance	Z-parameters.
However,	by	using	the	hybrid	H-parameters	and	the	transmission	ABCD-parameters,	it	can
be	respectively	described	by

Similarly,	for	a	two-port	network	with	a	single	parallel	impedance	Z,

which	means	that	Z11	=	Z12	=	Z21	=	Z22	=	Z.	The	resulting	matrix	is	a	singular	matrix	with
|Z|	=	0.	In	this	case,	it	is	impossible	to	determine	such	a	two-port	network	with	the	parallel
impedance	Z-parameters	 through	a	system	of	 the	admittance	Y-parameters.	By	using	 the
H-	and	ABCD-parameters,	the	two-port	network	can	be	described	by

1.4.2	π-	and	T-Type	Networks



The	 basic	 configurations	 of	 a	 two-port	 network,	 which	 usually	 describe	 the	 electrical
properties	of	the	active	devices,	can	be	represented	in	the	form	of	a	π-circuit	shown	in	Fig.
1.7(a)	or	in	the	form	of	a	T-circuit	shown	in	Fig.	1.7(b).	Here,	 the	π-circuit	 includes	 the
current	source	gmV1	and	the	T-circuit	includes	the	voltage	source	rmI1.

FIGURE	1.7	Basic	diagrams	of	π-	and	T-networks.

By	 writing	 the	 two	 loop	 equations	 using	 Kirchhoff’s	 current	 law	 or	 applying	 Eqs.
(1.13)	and	(1.14)	for	the	π-circuit,	we	obtain

Equations	(1.88)	and	(1.89)	can	be	rewritten	as	matrix	Eq.	(1.3)	with

Because	matrix	 [M]	 is	 nonsingular,	 such	 a	 two-port	 network	 can	 be	 described	 by	 a



system	of	the	admittance	Y-parameters	as

Similarly,	for	a	two-port	network	in	the	form	of	a	T-circuit	using	Kirchhoff’s	voltage
law	or	applying	Eqs.	(1.8)	and	(1.9),	we	obtain

If	gm	=	0	for	a	π-circuit	and	rm	=	0	for	a	T-circuit,	 their	corresponding	matrices	 in	a
system	of	ABCD-parameters	can	be	written	as

for	π-circuit

for	T-circuit

When	 the	 impedances	 of	 a	T-circuit	 and	 the	 admittances	 of	 a	π-circuit	 are	 properly
interrelated,	 these	two	circuits	become	equivalent	regarding	the	effect	on	any	other	 two-
port	network.	For	example,	for	a	π-circuit	shown	in	Fig.	1.8(a),	we	can	write



FIGURE	1.8	Equivalence	of	π-	and	T-circuits.

Solving	Eqs.	(1.94)	and	(1.95)	for	voltages	V13	and	V23	yields

Similarly,	for	a	T-circuit	shown	in	Fig.	1.8(b),

and	the	equations	for	currents	I1	and	I2	can	be	obtained	by

To	establish	a	T-	to	π-	transformation,	it	is	necessary	to	equate	the	coefficients	for	V13
and	V23	 in	Eqs.	 (1.100)	and	(1.101)	 to	 the	corresponding	coefficients	 in	Eqs.	 (1.94)	and
(1.95).	 Similarly,	 to	 establish	 a	 π-	 to	 T-	 transformation,	 it	 is	 necessary	 to	 equate	 the
coefficients	for	I1	and	I2	in	Eqs.	(1.98)	and	(1.99)	to	the	corresponding	coefficients	in	Eqs.
(1.96)	and	(1.97).	The	resulting	relationships	between	the	admittances	for	a	π-circuit	and



the	impedances	for	a	T-circuit	are	given	in	Table	1.3.

TABLE	1.3	Relationships	between	π-	and	T-Circuit	Parameters

1.5	Three-Port	Network	with	Common	Terminal
The	 concept	 of	 a	 two-port	 network	 with	 two	 independent	 sources	 can	 generally	 be
extended	 to	any	multiport	networks.	Figure	1.9	 shows	 the	 three-port	network,	where	 all
three	 independent	 sources	 are	 connected	 to	 a	 common	 point.	 The	 three-port	 network
matrix	Eq.	(1.3)	can	be	described	in	a	scalar	form	as



FIGURE	1.9	Basic	diagram	of	three-port	network	with	common	terminal.

If	matrix	[N]	in	Eq.	(1.102)	is	nonsingular	when	|N	≠	0,	this	system	of	three	equations
can	 be	 rewritten	 in	 admittance	matrix	 representation	 in	 terms	 of	 the	 voltage	matrix	 [V]
similarly	to	a	two-port	network	by

The	 matrix	 [Y]	 in	 Eq.	 (1.103)	 is	 the	 indefinite	 admittance	 matrix	 of	 the	 three-port
network	and	represents	a	singular	matrix	with	two	important	properties:

The	sum	of	all	terminal	currents	entering	the	circuit	is	equal	to	zero,	that	is,	I1	+	I2	+
I3	=	0.

All	terminal	currents	entering	the	circuit	depend	on	the	voltages	between	circuit
terminals,	which	makes	the	sum	of	all	terminal	voltages	equal	to	zero,	that	is,	V13	+
V32	+	V21	=	0.

According	 to	 the	 first	 property,	 adding	 the	 left-	 and	 right-hand	 parts	 of	 matrix	 Eq.
(1.103)	results	in



Because	 all	 terminal	 voltages	 (V1,	V2,	 and	V3)	 can	 be	 set	 independently	 from	 each
other,	Eq.	(1.104)	can	be	satisfied	only	if	any	column	sum	is	identically	zero,

The	neither	terminal	currents	will	neither	decrease	nor	increase	with	the	simultaneous
change	 of	 all	 terminal	 voltages	 by	 the	 same	 magnitude.	 Consequently,	 if	 all	 terminal
voltages	 are	 equal	 to	 a	 nonzero	 value	when	V1	 =	V2	 =	V3	 =	V0,	 a	 lack	 of	 the	 terminal
currents	occurs	when	I1	=	I2	=	I3	=	0.	For	example,	from	the	first	row	of	 the	matrix	Eq.
(1.103),	it	follows	that	I1	=	Y11V1	+	Y12V2	+	Y13V3,	and	we	can	write

which	results	due	to	the	nonzero	value	V0	in

Applying	the	same	approach	to	other	two	rows	results	in

Consequently,	 by	 using	 Eqs.	 (1.105)	 through	 (1.108),	 the	 indefinite	 admittance	 Y-
matrix	of	a	three-port	network	can	be	rewritten	by

By	 selecting	 successively	 terminals	 1,	 2,	 and	 3	 as	 the	 datum	 terminal,	 the
corresponding	three	two-port	admittance	matrices	of	the	initial	three-port	network	can	be
obtained	[6].	In	this	case,	the	admittance	matrices	of	the	bipolar	transistor	will	correspond
to	a	common-emitter	configuration	shown	in	Fig.	1.10(a),	a	common-base	configuration
shown	 in	 Fig.	 1.10(b),	 and	 a	 common-collector	 configuration	 shown	 in	 Fig.	 1.10(c),
respectively.	If	the	common-emitter	device	is	treated	as	a	two-port	network	characterized
by	four	Y-parameters	(Y11,	Y12,	Y21,	and	Y22),	the	two-port	matrix	of	the	common-collector
configuration	with	grounded	collector	terminal	is	simply	obtained	by	deleting	the	second
row	 and	 the	 second	 column	 in	matrix	 Eq.	 (1.109).	 For	 the	 common-base	 configuration
with	grounded	base	 terminal,	 the	 first	 row	and	 the	 first	 column	are	 deleted	because	 the
emitter	terminal	is	considered	the	input	terminal,	and	the	remaining	rows	and	columns	are
interchanged.



FIGURE	1.10	Bipolar	transistors	with	different	common	terminals.

A	similar	approach	can	be	applied	to	the	indefinite	three-port	impedance	network.	This
allows	the	Z-parameters	of	the	impedance	matrices	of	the	common-base	and	the	common-
collector	configurations	 through	known	 impedance	Z-parameters	of	 the	 common-emitter
configuration	 of	 the	 transistor	 to	 be	 determined.	 Parameters	 of	 the	 three-port	 network,
which	can	describe	the	electrical	behavior	of	the	three-port	bipolar	or	field-effect	transistor
configured	with	different	common	terminals,	are	given	in	Table	1.4.



TABLE	1.4	Y-	and	Z-parameters	of	active	device	with	different	common	terminal

1.6	Lumped	Elements
Generally,	passive	RF	and	microwave	lumped	or	integrated	circuits	are	designed	based	on
the	 lumped	 elements,	 distributed	 elements,	 or	 combination	 of	 both	 types	 of	 elements.
Distributed	elements	represent	any	sections	of	the	transmission	lines	of	different	lengths,
types,	 and	 characteristic	 impedances.	 The	 basic	 lumped	 elements	 are	 inductors	 and
capacitors	 that	 are	 small	 in	 size	 in	 comparison	with	 the	 transmission-line	wavelength	λ,
and	usually	their	linear	dimensions	are	less	than	λ/10	or	even	λ/16.	In	applications	where
lumped	 elements	 are	 used,	 their	 basic	 advantages	 are	 small	 physical	 size	 and	 low
production	 cost.	 However,	 their	 main	 drawbacks	 are	 lower	 quality	 factor	 and	 power-
handling	capability	compared	with	distributed	elements.

1.6.1	Inductors
Inductors	 are	 lumped	 elements	 that	 store	 energy	 in	 a	magnetic	 field.	Lumped	 inductors
can	 be	 realized	 using	 several	 different	 configurations	 such	 as	 a	 short-section	 of	 a	 strip
conductor	 or	 wire,	 a	 single	 loop,	 or	 a	 spiral.	 The	 printed	 high-impedance	 microstrip-
section	 inductor	 is	usually	used	 for	 low	 inductance	values,	 typically	 less	 than	2	nH	and
often	 meandered	 to	 reduce	 the	 component	 size.	 The	 printed	 microstrip	 single-loop
inductors	 are	 not	 very	 popular	 due	 to	 their	 limited	 inductance	 per	 unit	 area.	 The
approximate	expression	for	the	microstrip	short-section	inductance	in	free	space	is	given



by

where	 the	 conductor	 length	 l,	 conductor	 width	 W,	 and	 conductor	 thickness	 t	 are	 in
microns,	and	the	term	Kg	accounts	for	the	presence	of	a	ground	plane	defined	as

where	h	is	the	spacing	from	ground	plane	[7,	8].

Spiral	inductors	can	have	a	circular	configuration,	a	rectangular	(square)	configuration
shown	 in	 Fig.	 1.11(a),	 or	 an	 octagonal	 configuration	 shown	 in	 Fig.	 1.11(b),	 if	 the
technology	 allows	 45°	 routing.	 The	 circular	 geometry	 is	 superior	 in	 electrical
performance,	 whereas	 the	 rectangular	 shapes	 are	 easy	 to	 lay	 out	 and	 fabricate.	 Printed
inductors	are	based	on	using	thin-film	or	thick-film	Si	or	GaAs	fabrication	processes,	and
the	inner	conductor	is	pulled	out	to	connect	with	other	circuitry	through	a	bondwire,	an	air
bridge,	or	by	using	multilevel	crossover	metal.	The	general	expression	for	spiral	inductor,
which	is	also	valid	for	its	planar	integration	within	accuracy	of	around	3%,	is	based	on	a
Wheeler	formula	and	can	be	obtained	as

FIGURE	1.11	Spiral	inductor	layouts.

where	n	 is	 the	number	of	 turns,	davg	=	 (dout	+	din)/2	 is	 the	average	diameter,	ρ	=	 (dout	+
din)/(dout	–	din)	is	the	fill	ratio,	dout	is	the	outer	diameter	in	μm,	din	is	the	inner	diameter	in
μm,	and	the	coefficients	K1	and	K2	are	layout	dependent	as	follows:	square	−	K1	=	2.34,



K2	=	2.75,	hexagonal	−	K1	=	2.33,	K2	=	3.82,	and	octagonal	−	K1	=	2.25,	K2	=	3.55	[9,	10].

In	 contrast	 to	 the	 capacitors,	 high-quality	 inductors	 cannot	 be	 readily	 available	 in	 a
standard	complementary	metal-oxide	semiconductor	(CMOS)	technology.	Therefore,	it	is
necessary	 to	 use	 special	 techniques	 to	 improve	 the	 inductor	 electrical	 performance.	 By
using	 a	 standard	 CMOS	 technology	 with	 only	 two	 metal	 layers	 and	 a	 heavily	 doped
substrate,	the	spiral	inductor	will	have	a	large	series	resistance	compared	with	three-four
metal	layer	technologies,	and	the	substrate	losses	become	a	very	important	factor	due	to	a
relatively	 low	 resistivity	 of	 silicon.	A	major	 source	 of	 substrate	 losses	 is	 the	 capacitive
coupling	when	 current	 is	 flowing	 not	 only	 through	 the	metal	 strip	 but	 also	 through	 the
silicon	 substrate.	Another	 important	 source	 of	 substrate	 losses	 is	 the	 inductive	 coupling
when	 the	 magnetic	 field	 penetrates	 deeply	 into	 the	 silicon	 substrate	 due	 to	 the	 planar
inductor	 structure,	 inducing	 current	 loops	 and	 related	 losses.	However,	 the	 latter	 effects
are	particularly	 important	 for	 large-area	 inductors	and	can	be	overcome	by	using	silicon
micromachining	techniques	[11].

The	simplified	equivalent	circuit	for	the	CMOS	spiral	microstrip	inductor	is	shown	in
Fig.	1.12,	where	Ls	models	the	self	and	mutual	inductances,	Rs	is	the	series	coil	resistance,
Cox	 is	 the	 parasitic	 oxide	 capacitance	 from	 the	 metal	 layer	 to	 the	 substrate,	 Rsi	 is	 the
resistance	 of	 the	 conductive	 silicon	 substrate,	 Csi	 is	 the	 silicon	 substrate	 parasitic
capacitance,	 and	 Cc	 is	 the	 parasitic	 coupling	 capacitance	 [12].	 The	 parasitic	 silicon
substrate	capacitance	Csi	is	sufficiently	small	and	in	most	cases	it	can	be	neglected.	Such	a
model	 shows	 an	 accurate	 agreement	 between	 simulated	 and	measured	 data	within	 10%
across	 a	 variety	 of	 inductor	 geometries	 and	 substrate	 dopings	 up	 to	 20	 GHz	 [13].	 At
frequencies	 well	 below	 the	 inductor	 self-resonant	 frequency	 ωSRF,	 the	 coupling
capacitance	Cc	between	metal	segments	due	to	fringing	fields	in	both	the	dielectric	and	air
regions	 can	 also	 be	 neglected	 as	 the	 relative	 dielectric	 constant	 of	 the	 oxide	 is	 small
enough	 [14].	 In	 this	 case,	 if	 one	 side	 of	 the	 inductor	 is	 grounded,	 the	 self-resonant
frequency	of	the	spiral	inductor	can	approximately	be	calculated	from



FIGURE	1.12	Equivalent	circuit	of	a	square	spiral	inductor.

At	 frequencies	 higher	 than	 the	 self-resonant	 frequency	ωSRF,	 the	 inductor	 exhibits	 a
capacitive	 behavior.	The	 self-resonant	 frequency	ωSRF	 is	 limited	mainly	 by	 the	 parasitic
oxide	capacitance	Cox,	which	is	inversely	proportional	to	the	oxide	thickness	between	the
metal	 layer	 and	 substrate.	 The	 frequency,	 at	 which	 the	 inductor	 quality	 factor	 Q	 is
maximal,	can	be	obtained	as

The	 inductor	 metal	 conductor	 series	 resistance	 Rs	 can	 be	 easily	 calculated	 at	 low
frequencies	as	the	product	of	the	sheet	resistance	and	the	number	of	squares	of	the	metal
trace.	However,	at	high	frequencies,	 the	skin	effect	and	other	magnetic	 field	effects	will
cause	 a	 nonuniform	 current	 distribution	 in	 the	 inductor	 profile.	 In	 this	 case,	 a	 simple
increase	 in	 a	 diameter	 of	 the	 inductor	 metal	 turn	 does	 not	 necessarily	 reduce
correspondingly	 the	 inductor	 series	 resistance.	 For	 example,	 for	 the	 same	 inductance



value,	the	difference	in	resistance	between	the	two	inductors,	when	one	of	which	has	a	two
times	wider	metal	strip,	is	only	a	factor	of	1.35	[15].	Moreover,	at	very	high	frequencies,
the	largest	contribution	to	the	series	resistance	does	not	come	from	the	longer	outer	turns,
but	from	the	 inner	 turns.	This	phenomenon	is	a	 result	of	 the	generation	of	circular	eddy
currents	 in	 the	 inner	 conductors,	 whose	 direction	 is	 such	 that	 they	 oppose	 the	 original
change	in	magnetic	field.	On	the	inner	side	of	the	inner	turn,	coil	current	and	eddy	current
flow	in	the	same	direction	so	the	current	density	is	larger	than	average.	On	the	outer	side,
both	 currents	 cancel	 and	 the	 current	 density	 is	 smaller	 than	 average.	 As	 a	 result,	 the
current	in	the	inner	turn	is	pushed	to	the	inside	of	the	conductor.

In	 hybrid	 or	 monolithic	 applications,	 bondwires	 are	 used	 to	 interconnect	 different
components	such	as	 lumped	elements,	planar	 transmission	 lines,	 solid-state	devices,	and
integrated	circuits.	These	bondwires,	which	are	usually	made	of	gold	or	aluminium,	have
0.5-	to	1.0-mil	diameters	and	their	lengths	are	electrically	short	compared	to	the	operating
wavelength.	To	characterize	the	electrical	behaviour	of	the	bondwires,	simple	formulas	in
terms	 of	 their	 inductances	 and	 series	 resistances	 can	 be	 used.	 As	 a	 first-order
approximation,	 the	parasitic	 capacitance	 associated	with	bondwires	 can	be	neglected.	 In
this	case,	 the	bondwire	 inductance	can	be	estimated	 for	 l	>>	d,	where	 l	 is	 the	bondwire
length	in	μm	and	d	is	the	bondwire	diameter	in	μm,	as

where	C	 =	 0.25	 ×	 tanh(4δ/d)	 is	 the	 frequency-dependent	 correction	 factor,	 which	 is	 a
function	of	bondwire	diameter	and	its	material’s	skin	depth	δ	[9,	16].

1.6.2	Capacitors
Capacitors	 are	 lumped	 elements	 that	 store	 energy	 due	 to	 an	 electric	 field	 between	 two
electrodes	(or	plates)	when	a	voltage	is	applied	across	them.	In	this	case,	charge	of	equal
magnitude	 but	 opposite	 sign	 accumulates	 on	 the	 opposing	 capacitor	 plates.	 The
capacitance	depends	on	the	area	of	the	plates,	separation,	and	dielectric	material	between
them.	The	basic	structure	of	a	chip	capacitor	shown	in	Fig.	1.13(a)	consists	of	two	parallel
plates,	each	of	area	A	=	W	×	l,	which	are	separated	by	a	dielectric	material	of	thickness	d
and	permittivity	ε0εr,	where	ε0	is	the	free-space	permittivity	(8.85	×	10–12	farads/m)	and	εr
is	the	relative	dielectric	constant.



FIGURE	1.13	Parallel	capacitor	topology	and	its	equivalent	circuit.

Chip	 capacitors	 are	 usually	 used	 in	 hybrid	 integrated	 circuits	 when	 relatively	 high
capacitance	values	are	 required.	 In	 the	parallel-plate	configuration,	equation	 to	calculate
the	capacitance	is	commonly	written	as

where	W,	 l,	 and	 d	 are	 dimensions	 in	 millimeters.	 Generally,	 the	 low-frequency	 bypass
capacitor	 values	 are	 expressed	 in	microfarads	 and	 nanofarads,	 high-frequency	 blocking
and	 tuning	capacitors	 are	expressed	 in	picofarads,	 and	parasitic	or	 fringing	capacitances
are	written	in	femtofarads.	This	basic	formula	given	by	Eq.	(1.116)	can	also	be	applied	to
capacitors	based	on	a	multilayer	technique	[8].	The	lumped-element	equivalent	circuit	of	a
capacitor	is	shown	in	Fig.	1.13(b),	where	Ls	is	the	series	plate	inductance,	Rs	is	the	series



contact	and	plate	resistance,	and	Cp	is	the	parasitic	parallel	capacitance.	When	C	>>	Cp,
the	frequency	ωSRF,	at	which	the	reactances	of	series	elements	C	and	Ls	become	equal,	is
called	the	capacitor	self-resonant	frequency,	and	the	capacitor	 impedance	is	equal	 to	 the
resistance	Rs.

For	monolithic	applications	where	relatively	low	capacitances	(typically	<	0.5	pF)	are
required,	planar	series	capacitances	in	the	form	of	microstrip	or	interdigital	configurations
can	be	used.	These	capacitors	are	simply	 formed	by	gaps	 in	 the	center	conductor	of	 the
microstrip	lines,	and	they	do	not	require	any	dielectric	films.	The	gap	capacitor	shown	in
Fig.	 1.14(a)	 can	 be	 equivalently	 represented	 by	 a	 series	 coupling	 capacitance	 and	 two
parallel	 fringing	 capacitances	 [17].	 The	 interdigital	 capacitor	 is	 a	 multifinger	 periodic
structure,	 as	 shown	 in	 Fig.	 1.14(b),	 where	 the	 capacitance	 occurs	 across	 a	 narrow	 gap
between	thin-film	transmission-line	conductors	[18].	These	gaps	are	essentially	very	long
and	folded	to	use	a	small	amount	of	area.	In	this	case,	it	is	important	to	keep	the	size	of	the
capacitor	very	small	relative	to	a	wavelength	so	that	it	can	be	treated	as	a	lumped	element.
A	 larger	 total	 width-to-length	 ratio	 results	 in	 the	 desired	 higher	 shunt	 capacitance	 and
lower	 series	 inductance.	 An	 approximate	 expression	 for	 the	 total	 capacitance	 of
interdigital	structure	with	s	=	W	and	length	l	less	than	a	quarter	wavelength	can	be	given
by



FIGURE	1.14	Different	series	capacitor	topologies.

where	N	is	the	number	of	fingers	and

where	h	is	the	spacing	from	the	ground	plane.

Series	planar	capacitors	with	larger	values,	which	are	called	the	metal-insulator-metal
(MIM)	capacitors,	can	be	realized	by	using	an	additional	thin	dielectric	layer	(typically	<
0.5	μm)	between	two	metal	plates,	as	shown	in	Fig.	1.14(c)	[8].	The	bottom	plate	of	 the



capacitor	uses	a	thin	unplated	metal,	and	typically	the	dielectric	material	is	silicon	nitride
(Si3N4)	 for	 integrated	circuits	on	GaAs	and	silicon	dioxide	(SiO2)	 for	 integrated	circuits
on	Si.	The	top	plate	uses	a	thick	plated	conductor	to	reduce	the	loss	in	the	capacitor.	These
capacitors	 are	 used	 to	 achieve	 higher	 capacitance	 values	 in	 small	 areas	 (10	 pF	 and
greater),	 with	 typical	 tolerances	 from	 10	 to	 15%.	 The	 capacitance	 can	 be	 calculated
according	to	Eq.	(1.116).

1.7	Transmission	Line
Transmission	lines	are	widely	used	in	the	matching	circuits	of	the	power	amplifiers,	in	the
resonant	and	feedback	circuits	of	 the	oscillators,	as	elements	of	 the	directional	couplers,
power	combiners,	and	dividers.	When	the	propagated	signal	wavelength	is	compared	to	its
physical	dimension,	 the	 transmission	 line	can	be	considered	as	a	 two-port	network	with
distributed	parameters,	where	the	voltages	and	currents	vary	in	magnitude	and	phase	over
length.

Schematically,	a	transmission	line	is	often	represented	as	a	two-wire	line,	as	shown	in
Fig.	1.15(a),	where	its	electrical	parameters	are	distributed	along	its	length.	The	physical
properties	of	a	transmission	line	are	determined	by	four	basic	parameters:

•			The	series	inductance	L	due	to	the	self-inductive	phenomena	of	two
conductors.

•			The	shunt	capacitance	C	in	view	of	the	close	proximity	between	two
conductors.

•			The	series	resistance	R	due	to	the	finite	conductivity	of	the	conductors.

•			The	shunt	conductance	G	that	is	related	to	the	dielectric	losses	in	the
material.



FIGURE	1.15	Transmission	line	schematics.

As	a	result,	a	transmission	line	of	length	Δx	represents	a	lumped-element	circuit	shown
in	 Fig.	 1.15(b),	 where	 ΔL,	 ΔC,	 ΔR,	 and	 ΔG	 are	 the	 series	 inductance,	 the	 shunt
capacitance,	the	series	resistance,	and	the	shunt	conductance	per	unit	length,	respectively.
If	all	these	elements	are	distributed	uniformly	along	the	transmission	line	and	their	values
do	not	depend	on	 the	chosen	position	of	Δx,	 this	 transmission	 line	 is	called	 the	uniform
transmission	line	[19].	Any	finite	length	of	the	uniform	transmission	line	can	be	viewed	as



a	cascade	of	section	length	Δx.

To	define	the	distribution	of	the	voltages	and	currents	along	the	uniform	transmission
line,	 it	 is	 necessary	 to	write	 the	differential	 equations	using	Kirchhoff’s	voltage	 law	 for
instantaneous	values	of	the	voltages	and	currents	in	the	line	section	of	length	Δx	distant	x
from	its	beginning.	For	the	sinusoidal	steady-state	condition,	the	telegrapher	equations	for
V(x)	and	I(x)	are	given	by

where	 	is	the	complex	propagation	constant	(which
is	a	function	of	frequency),	α	is	the	attenuation	constant,	and	β	is	the	phase	constant.	The
general	solutions	of	Eqs.	(1.120)	and	(1.121)	for	voltage	and	current	of	the	traveling	wave
in	the	transmission	line	can	be	written	as

where	 	 is	 the	characteristic	 impedance	of	 the	 transmission
line,	Vi	=	A1exp(−γx)	and	Vr	=	A2exp(γx)	represent	the	incident	voltage	and	the	reflected
voltage,	 and	 Ii	 =	A1exp(−γx)/Z0	 and	 Ir	 =	A2exp(γx)/Z0	 are	 the	 incident	 current	 and	 the
reflected	 current,	 respectively.	 From	 Eqs.	 (1.122)	 and	 (1.123),	 it	 follows	 that	 the
characteristic	 impedance	 of	 the	 transmission	 line	Z0	 represents	 the	 ratio	 of	 the	 incident
(reflected)	voltage	to	the	incident	(reflected)	current	at	any	position	on	the	line	as

For	 a	 lossless	 transmission	 line	with	 the	 attenuation	constant	α	=	0,	 the	propagation
constant	 	and	the	phase	constant	 	when	R	=	G	=	0,	 the
voltage	 and	 current	 do	 not	 change	 with	 position.	 Consequently,	 the	 characteristic
impedance	 is	 reduced	 to	 	 and	 represents	 a	 real	 number.	 The	 wavelength	 is
defined	as	 	and	the	phase	velocity	as	

Figure	 1.16	 represents	 a	 transmission	 line	 of	 the	 characteristic	 impedance	 Z0
terminated	 with	 a	 load	ZL.	 In	 this	 case,	 the	 constants	A1	 and	A2	 are	 determined	 at	 the
position	x	=	l	by



FIGURE	1.16	Loaded	transmission	line.

and	equal	to

As	a	result,	the	wave	equations	for	voltage	V(x)	and	current	I(x)	can	be	rewritten	as

which	allows	their	determination	at	any	position	on	the	transmission	line.

The	voltage	 and	 current	 amplitudes	 at	x	=	0	 as	 functions	of	 the	voltage	 and	 current
amplitudes	at	x	=	l	can	be	determined	from	Eqs.	(1.129)	and	(1.130)	as

By	using	 the	 ratios	cosh	x	=	 [exp(x)	+	 exp(−x)]/2	 and	 sinhx	 =	 [exp(x)	−	 exp(−x)]/2,
Eqs.	(1.131)	and	(1.132)	can	be	rewritten	in	the	form

which	 represents	 the	 transmission	 equations	 of	 the	 symmetrical	 reciprocal	 two-port
network	 expressed	 through	 the	 ABCD-parameters	 when	 AD	 –	 BC	 =	 1	 and	 A	 =	 D.



Consequently,	the	transmission	ABCD-matrix	of	the	lossless	transmission	line	with	α	=	0
can	be	given	by

Using	the	formulas	to	transform	ABCD-parameters	into	S-parameters	yields

where	θ	=	βl	is	the	electrical	length	of	the	transmission	line.

In	 the	 case	 of	 the	 loaded	 lossless	 transmission	 line,	 the	 reflection	 coefficient	 Γ	 is
defined	 as	 the	 ratio	 between	 the	 reflected	 voltage	 wave	 and	 the	 incident	 voltage	 wave
given	at	x	as

By	taking	into	account	Eqs.	(1.127)	and	(1.128),	the	reflection	coefficient	for	x	=	l	can
be	defined	as

where	 Γ	 represents	 the	 load	 reflection	 coefficient	 and	Z	 =	ZL	 =	V(l)/I(l).	 If	 the	 load	 is
mismatched,	only	part	of	the	available	power	from	the	source	is	delivered	to	the	load.	This
power	loss	is	called	the	return	loss	(RL)	and	is	calculated	in	decibels	as

For	a	matched	load	when	Γ	=	0,	a	return	loss	is	of	∞	dB.	A	total	reflection	with	Γ	=	1
means	a	return	loss	of	0	dB	when	all	incident	power	is	reflected.

According	to	the	general	solution	for	voltage	at	a	position	x	in	the	transmission	line,

Hence,	the	maximum	amplitude	(when	the	incident	and	reflected	waves	are	in	phase)
is

and	the	minimum	amplitude	(when	these	two	waves	are	180°	out	of	phase)	is

The	ratio	of	Vmax	to	Vmin,	which	is	a	function	of	the	reflection	coefficient	Γ,	represents
the	voltage	standing	wave	ratio	(VSWR).	The	VSWR	is	a	measure	of	mismatch	and	can	be
written	as

which	 can	 change	 from	 1	 to	∞	 (where	VSWR	 =	 1	 implies	 a	matched	 load).	 For	 a	 load



impedance	with	 zero	 imaginary	 part	when	ZL	 =	RL,	 the	VSWR	 can	 be	 calculated	 using
VSWR	=	RL/Z0	when	RL	≥	Z0	and	VSWR	=	Z0/RL	when	Z0	≥	RL.

From	 Eqs.	 (1.133)	 and	 (1.134),	 it	 follows	 that	 the	 input	 impedance	 of	 the	 loaded
lossless	transmission	line	can	be	obtained	by

which	gives	an	important	dependence	between	the	input	impedance,	the	transmission-line
parameters	 (electrical	 length	 and	 characteristic	 impedance),	 and	 the	 arbitrary	 load
impedance.
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CHAPTER	2



T

Nonlinear	Circuit	Design	Methods

his	 chapter	 presents	 the	 most	 commonly	 used	 design	 techniques	 for	 analyzing
nonlinear	 circuits,	 in	 particular,	 transistor	 power	 amplifiers.	 There	 are	 several

approaches	 to	 analyze	 and	 design	 nonlinear	 circuits,	 depending	 on	 their	 main
specifications.	Among	 them,	an	analysis	both	 in	 the	 time	domain	 to	determine	 transient
circuit	behavior	and	in	the	frequency	domain	to	improve	power	and	spectral	performances
when	 parasitic	 effects	 such	 as	 instability	 and	 spurious	 emission	 must	 be	 eliminated	 or
minimized.	 By	 using	 the	 time-domain	 technique,	 it	 is	 relatively	 easy	 to	 describe	 a
nonlinear	 circuit	with	 differential	 equations,	which	 can	 be	 solved	 either	 analytically	 for
simple	cases	or	numerically	in	a	common	case.	The	time-domain	analysis	is	limited	by	its
inability	to	operate	with	the	circuit	immittance	(impedance	or	admittance)	parameters,	and
it	 can	 be	 practically	 applied	 only	 for	 the	 circuits	 with	 lumped	 parameters	 or	 ideal
transmission	lines.	The	frequency-domain	analysis	is	less	ambiguous	because	a	relatively
complex	circuit	often	can	be	reduced	to	one	or	more	sets	of	immittances	at	each	harmonic
component.	For	example,	by	using	a	quasilinear	approach,	the	nonlinear	circuit	parameters
averaged	 over	 the	 fundamental	 component	 allow	 one	 to	 apply	 a	 linear	 circuit	 analysis.
Advanced	modern	computer-aided	design	(CAD)	simulators	 incorporate	both	frequency-
domain	 and	 time-domain	 methods,	 as	 well	 as	 optimization	 techniques	 to	 provide	 all
necessary	design	cycles.	Some	practical	equations,	such	as	 the	Taylor	and	Fourier	series
expansions,	 Bessel	 functions,	 trigonometric	 identities,	 and	 concept	 of	 the	 conduction
angle,	which	simplify	the	circuit	design	procedure,	are	given.	The	dynamic	X-parameters
are	introduced	as	a	novel	way	to	build	behavioral	models	for	power	amplifiers	that	include
long-term	memory	effects.

2.1	Frequency-Domain	Analysis
The	best	way	to	understand	the	electrical	behavior	of	the	power	amplifier	and	the	fastest
way	to	calculate	its	basic	characteristics,	such	as	output	power,	efficiency,	power	gain,	or
harmonic	suppression,	is	to	use	a	frequency-domain	analysis.	Generally,	such	an	analysis
is	based	on	the	determination	of	the	output	response	of	the	nonlinear	active	device	when
the	multiharmonic	signal	is	applied	to	its	input	port,	which	analytically	can	be	written	as

where	i(t)	is	the	output	current,	v(t)	is	the	input	voltage,	and	f(v)	is	the	nonlinear	transfer
function	 of	 the	 active	 device.	 Unlike	 the	 frequency-domain	 analysis,	 the	 time-domain
analysis	establishes	the	relationships	between	voltage	and	current	in	each	circuit	element
in	the	time	domain	when	a	system	of	nonlinear	integro-differential	equations	is	obtained
by	applying	Kirchhoff’s	law	to	the	circuit	to	be	analyzed.

The	 voltage	 v(t)	 in	 the	 frequency	 domain	 generally	 represents	 a	multiple	 frequency
signal	at	the	device	input	by



where	V0	is	the	dc	voltage,	Vk	is	the	voltage	amplitude	and	φk	is	the	phase	of	the	k-order
harmonic	component	ωk,	k	=	1,	2,	…,	N,	and	N	is	the	number	of	harmonics.

The	 frequency-domain	 analysis	 based	 on	 substituting	 Eq.	 (2.2)	 into	 Eq.	 (2.1)	 for	 a
particular	nonlinear	 transfer	function	of	 the	active	device	determines	an	output	spectrum
as	 a	 sum	 of	 the	 fundamental-frequency	 and	 higher-order	 harmonic	 components,	 the
amplitudes	and	phases	of	which	will	determine	the	output	signal	spectrum.	Generally,	this
is	 a	 complicated	 procedure	 that	 requires	 a	 harmonic-balance	 technique	 to	 numerically
calculate	 an	 accurate	 nonlinear	 circuit	 response.	 However,	 the	 solution	 can	 be	 found
analytically	in	a	simple	way	when	it	is	necessary	to	estimate	only	the	basic	performance	in
the	 form	 of	 the	 output	 power	 and	 efficiency.	 In	 this	 case,	 a	 technique	 based	 on	 a
piecewise-linear	approximation	of	the	device	transfer	function	can	provide	a	clear	insight
to	the	basic	behavior	of	the	power	amplifier	and	its	operation	modes.	It	can	also	serve	as	a
good	starting	point	for	a	final	CAD	and	optimization	procedure.

The	result	of	the	frequency-domain	analysis	is	shown	as	a	summation	of	the	harmonic
components,	 the	 amplitudes	 and	 phases	 of	 which	 will	 determine	 the	 output	 signal
spectrum.	This	problem	can	be	solved	analytically	by	using	 the	 trigonometric	 identities,
piecewise-linear	approximation,	or	Bessel	functions.

2.1.1	Trigonometric	Identities
The	use	of	the	trigonometric	identities	is	very	convenient	when	the	transfer	characteristic
of	the	nonlinear	element	can	be	represented	by	the	power	series

If	the	simplest	case	is	assumed,	in	which	the	input	signal	consists	of	the	fundamental
harmonic	component	only	written	as

then,	by	substituting	Eq.	(2.4)	into	Eq.	(2.3),	the	power	series	can	be	rewritten	as

To	 represent	 the	 right-hand	 side	 of	 Eq.	 (2.5)	 as	 a	 sum	 of	 the	 first-order	 cosine
components,	 the	 following	 trigonometric	 identities,	 which	 replace	 the	 nth-order	 cosine
components,	can	be	used:

where	ψ	=	ωt	+	ϕ.

By	using	the	appropriate	substitutions	from	Eqs.	(2.6)	through	(2.9)	and	equating	 the



signal	frequency	component	terms,	Eq.	(2.5)	can	be	rewritten	as

where

Comparing	Eqs.	(2.3)	and	(2.10)	results	in	the	following	conclusions:

•			For	nonlinear	elements,	the	output	spectrum	contains	frequency	components,
which	are	multiples	of	the	input	signal	frequency.	The	number	of	the	highest-
frequency	component	is	equal	to	the	maximum	degree	of	the	power	series.
Therefore,	to	find	the	amplitude	of	nth-harmonic	response,	the	current-voltage
characteristic	of	nonlinear	elements	should	be	approximated	by	the	order	of	not
less	than	an	n-order	power	series.

•			The	output	dc	and	even-order	harmonic	components	are	determined	only	by
the	even	voltage	degrees	in	the	device	transfer	characteristic	given	by	Eq.	(2.3).
The	odd-order	harmonic	components	are	defined	only	by	the	odd	voltage	degrees
for	the	single-harmonic	input	signal	given	by	Eq.	(2.4).

•			The	current	phase	ψk	of	the	kth-order	harmonic	component	ωk	=	kω	is	k
times	greater	than	the	input	signal	current	phase	ψ,

that	is	also	applied	to	their	initial	phases	defined	as

2.1.2	Piecewise-Linear	Approximation
The	 piecewise-linear	 approximation	 of	 the	 active	 device	 current-voltage	 transfer
characteristic	is	a	result	of	replacing	the	actual	nonlinear	dependence	i	=	f(vin),	where	vin	is
the	voltage	applied	 to	 the	device	 input,	by	an	approximated	one	 that	consists	of	straight
lines	 tangential	 to	 the	actual	dependence	at	 the	specified	points.	Such	a	piecewise-linear
approximation	for	the	case	of	two	straight	lines	is	shown	in	Fig.	2.1(a).



FIGURE	2.1	Piecewise-linear	approximation.

The	 output	 current	 waveforms	 for	 the	 actual	 current-voltage	 dependence	 (dashed



curves)	 and	 its	 piecewise-linear	 approximation	 by	 two	 straight	 lines	 (solid	 curves)	 are
plotted	in	Fig.	2.1(b).	Under	large-signal	operation	mode,	the	waveforms	corresponding	to
these	two	dependences	are	practically	the	same	with	negligible	deviation	for	small	values
of	the	output	current	close	to	the	pinch-off	region	of	the	device	operation	and	significant
deviation	close	 to	 the	saturation	region	of	 the	device	operation.	However,	 the	 latter	case
results	in	a	significant	nonlinear	distortion	and	is	used	only	for	high-efficiency	operation
modes	when	 the	active	period	of	 the	device	operation	 is	minimized.	Hence,	at	 least	 two
first	output	current	components,	dc	and	fundamental,	can	be	calculated	through	a	Fourier-
series	 expansion	 with	 sufficient	 accuracy.	 Therefore,	 such	 a	 piecewise-linear
approximation	with	 two	 straight	 lines	 can	 be	 effective	 for	 a	 very	 quick	 estimate	 of	 the
output	power	and	collector	(or	drain)	efficiency	of	the	power	amplifier.

In	this	case,	the	piecewise-linear	transfer	current-voltage	characteristic	of	the	transistor
is	defined	by

where	gm	is	the	device	transconductance	and	Vp	is	the	pinch-off	voltage.

Consider	the	effect	of	the	input	cosinusoidal	signal

on	the	nonlinear	element,	 the	current-voltage	characteristic	of	which	 is	approximated	by
two	straight	lines,	as	shown	in	Fig.	2.2,	where	Vbias	is	the	dc	bias	voltage.



FIGURE	2.2	Schematic	definition	of	conduction	angle.

At	 the	 point	 on	 the	 plot	 when	 the	 voltage	 vin(ωt)	 becomes	 equal	 to	 the	 pinch-off
voltage	Vp	and	where	ωt=	θ,	the	output	current	i(θ)	takes	a	zero	value.	At	this	moment,



and	θ	can	be	calculated	from

As	a	result,	the	output	current	represents	a	sequence	of	the	cosinusoidal	pulses	with	the
maximum	height	of	Imax	and	width	of	2θ,	and	can	be	calculated	within	the	interval	−θ	≤	ωt
≤	θ	as

When	ωt	=	0,	then	i	=	Imax,	and

where	I	=	gmVin.

Generally,	the	angle	θ	characterizes	the	class	of	the	active	device	operation.	If	θ	=	π	or
180°,	the	device	operates	in	the	active	region	during	the	entire	period	(Class-A	operation).
When	θ	=	π/2	or	90°,	the	device	operates	half	a	wave	period	in	the	active	region	and	half	a
wave	period	in	the	pinch-off	region	(Class-B	operation).	The	values	of	θ	>	90°	correspond
to	Class-AB	operation	with	a	certain	value	of	the	quiescent	current.	Therefore,	the	double
angle	2θ	is	called	the	conduction	angle,	the	value	of	which	directly	indicates	a	class	of	the
active	device	operation.

The	Fourier-series	expansion	of	 the	even	 function	when	 i(ωt)	=	 i(−ωt)	contains	only
even	component	functions	and	can	be	written	as

with	the	dc,	fundamental-frequency,	and	nth-order	harmonic	components	calculated	by

where	 γn(θ)	 are	 called	 the	 coefficients	 of	 expansion	 of	 the	 output	 current	 cosinusoidal
pulse	or	the	current	coefficients	[1,	2].	They	can	be	analytically	defined	as

where	n	=	2,	3,	….



The	coefficients	γn(θ)	for	the	dc,	fundamental-frequency,	and	second-	and	higher-order
current	 harmonic	 components	 are	 shown	 in	 Fig.	 2.3.	 The	 maximum	 value	 of	 γn(θ)	 is
achieved	when	θ	=	180°/n.	A	special	case	 is	θ	=	90°,	when	odd	current	 coefficients	 are
equal	to	zero,	that	is,	γ3(θ)	=	γ5(θ)	=	…	=	0.	The	ratio	between	the	fundamental-frequency
and	dc	components	γ1(θ)/γ0(θ)	varies	from	1	to	2	for	any	values	of	the	conduction	angle,
with	 a	minimum	 value	 of	 1	 for	 θ	 =	 180°	 and	 a	maximum	 value	 of	 2	 for	 θ	 =	 0°.	 It	 is
necessary	 to	 focus	 on	 the	 fact	 that,	 for	 example,	 the	 third-harmonic	 current	 coefficient
γ3(θ)	 becomes	 negative	within	 the	 interval	 of	 90°	 <	θ	 <	 180°.	This	 implies	 appropriate
phase	 changes	 of	 the	 third-harmonic	 current	 component	 when	 its	 values	 are	 negative.
Consequently,	if	the	harmonic	components	for	which	γn(θ)	>	0	achieve	positive	maximum
values	at	the	times	corresponding	to	the	midpoints	of	the	current	waveform,	the	harmonic
components	for	which	γn(θ)	<	0	can	achieve	negative	maximum	values	at	these	times.	As
a	result,	combination	of	different	harmonic	components	with	proper	loading	will	result	to
flattening	 of	 the	 current	 or	 voltage	waveforms,	 thus	 improving	 efficiency	 of	 the	 power
amplifier.	 The	 amplitude	 of	 the	 corresponding	 current	 harmonic	 component	 can	 be
obtained	by





FIGURE	2.3	Coefficients	γn(θ)	for	dc,	fundamental,	and	higher-order	current	components.

A	 plot	 of	 the	 Fourier	 amplitudes	 along	 the	 frequency	 axis,	 given	 by	 Eqs.	 (2.20)	 to
(2.22),	is	called	the	single-sideband	amplitude	spectrum	of	i(t).	The	normalized	power	of
i(t),	according	 to	Parseval’s	 theorem	for	real	periodic	waveforms,	 is	equal	 to	 the	sum	of
the	normalized	powers	of	the	individual	components	written	as

A	 plot	 of	 the	 normalized	 powers	 corresponding	 to	 the	 Fourier	 components	 in	 Eq.
(2.19)	versus	frequency	is	called	the	single-sideband	power	spectrum	of	i(t).	The	height	of
each	 spectral	 component	 is	 numerically	 equal	 to	 the	 average	 power	 that	 would	 be
dissipated	 if	 the	 nth-harmonic	 current	 were	 applied	 across	 the	 terminals	 of	 a	 1-Ω
resistance.	Consequently,	the	sum	of	the	heights	of	all	components	in	the	power	spectrum
is	 numerically	 equal	 to	 the	 average	 power	 that	would	 be	 dissipated	 if	 i(t)	were	 applied
across	the	terminals	of	a	1-Ω	resistance.

Sometimes	 it	 is	necessary	for	an	active	device	 to	provide	a	constant	value	of	Imax	at
any	value	of	θ.	This	requires	an	appropriate	change	of	the	input	amplitude	Vin.	In	this	case,
it	 is	 more	 convenient	 to	 use	 the	 coefficients	 αn	 when	 the	 nth-order	 current	 harmonic
amplitude	In	is	related	to	the	maximum	current	waveform	amplitude	Imax	as

From	Eqs.	(2.18),	(2.22),	and	(2.28),	it	follows	that

and	the	maximum	value	of	αn(θ)	is	achieved	when	θ	=	120°/n.

2.1.3	Bessel	Functions
The	 Bessel	 functions	 are	 used	 to	 analyze	 the	 power	 amplifier	 operation	 mode	 when	 a
nonlinear	 behavior	 of	 the	 active	 device	 is	 described	 by	 exponential	 functions.	 For
example,	 the	 transfer	 current-voltage	 characteristic	 of	 the	 bipolar	 transistor	 is
approximated	by	 the	simplified	exponential	dependence	 (neglecting	 reverse	base-emitter
current)	written	as

where	Isat	is	the	minority	carrier	saturation	current	and	VT	is	the	temperature	voltage.	If	the
input	signal	is	given	in	a	simple	form	of	Eq.	(2.14),	Eq.	(2.30)	can	be	rewritten	as

The	current	i(ωt)	in	Eq.	(2.31)	is	the	even	function	of	ωt,	and	consequently	it	can	be
represented	 by	 the	 Fourier-series	 expansion	 given	 by	 Eq.	 (2.19).	 The	 Fourier	 harmonic



components	can	be	determined	from

where	 Ik(Vin/VT)	 are	 the	 kth-order	 modified	 Bessel	 functions	 of	 the	 first	 kind	 for	 an
argument	Vin/VT,	which	are	shown	in	Fig.	2.4	for	zero-order	and	first-order	components.	It
should	 be	 noted	 that	 I0(0)	 =	 1	 and	 Ik(0)	 =	 0,	 and	 with	 an	 increase	 in	 the	 harmonic
component	number,	its	amplitude	appropriately	decreases.



FIGURE	2.4	Zero-order	and	first-order	modified	Bessel	functions	of	the	first	kind.

According	to	Eq.	(2.32),	the	current	i(ωt)	defined	by	Eq.	(2.30)	can	be	rewritten	as

As	 a	 result,	 comparing	 Eq.	 (2.33)	 with	 Eq.	 (2.19)	 allows	 the	 dc,	 fundamental-
frequency,	and	nth-order	Fourier	current	components	to	be	determined	as

where	n	=	2,	3,	….

The	following	relationships	can	be	helpful	when	using	the	Bessel	functions:

2.2	Time-Domain	Analysis
A	time-domain	analysis	establishes	the	relationships	between	voltage	and	current	in	each
circuit	 element	 in	 the	 time	domain	when	a	 system	of	 equations	 is	 obtained	by	 applying
Kirchhoff’s	law	to	the	circuit	to	be	analyzed.	The	transmission	line	in	the	time	domain	can
be	 represented	 as	 an	 element	 with	 finite	 delay	 time	 depending	 on	 its	 electrical	 length.
Generally,	 in	 a	 nonlinear	 circuit,	 such	 a	 system	will	 be	 composed	 of	 nonlinear	 integro-
differential	 equations.	 The	 solution	 to	 this	 system	 can	 be	 found	 by	 applying	 numerical
integration	methods.	Therefore,	the	choice	of	the	time	interval	and	the	initial	point	is	very
important	to	provide	a	compromise	between	the	speed	and	accuracy	of	calculation.	In	this
case,	the	smaller	the	interval	used,	the	smaller	the	error	achieved.	However,	the	number	of



points	to	be	calculated	for	each	period	will	be	greater,	which	makes	the	calculation	slower.

To	analyze	a	nonlinear	system	in	the	time	domain,	it	is	necessary	to	know	the	voltage-
current	 relationships	 for	 all	 elements	 used	 in	 a	 particular	RF	 or	microwave	 circuit.	 For
example,	 for	 linear	 resistance	R,	 with	 the	 sinusoidal	 voltage	 applied	 and	 the	 sinusoidal
current	flowing	through	it,	the	voltage-current	relationship	in	the	time	domain	is	given	by

where	V	is	the	voltage	amplitude	and	I	is	the	current	amplitude.

For	linear	capacitance	C,

For	linear	inductance	L,

where	φ	is	the	magnetic	flux	across	the	inductance.

In	 order	 to	 obtain	 the	 expressions	 for	 appropriate	 incremental	 capacitance	 and
inductance,	nonlinear	dependences,	 such	 as	q(v)	 or	φ	 (i),	 should	 each	 be	 expanded	 in	 a
Taylor	series,	subtracting	the	dc	components	and	substituting	into	Eqs.	(2.42)	and	(2.43).
Then,	 for	 the	 quasilinear	 case,	 the	 capacitance	 and	 inductance	 can	 be	 determined,
respectively,	by

where	Vdc	is	the	dc	voltage	across	the	capacitor	and	Idc	is	dc	current	flowing	through	the
inductance.

Figure	2.5	shows	the	electrical	schematic	of	the	first-order	RL	circuit	connected	to	the
independent	 voltage	 source	Vdc	 at	 the	 moment	 t	 =	 0.	When	 the	 voltage	 source	 first	 is
connected	to	the	circuit	containing	an	inductor	as	an	energy-storage	element,	the	current	in
the	RL	circuit	does	not	immediately	reach	its	steady-state	value.	This	means	that	there	is	a
transient	 response	 that	 characterizes	 the	 step-driven	 circuit	 with	 an	 energy-storage
element.	Let	us	assume	zero	initial	conditions	of	the	RL	circuit	and	now	we	wish	to	solve
for	current	i(t)	at	all	t	>	0.	According	to	Kirchhoff’s	voltage	law,	the	algebraic	sum	of	the
voltages	across	the	circuit	elements	(vL	=	Ldi/dt,	vR	=	Ri,	and	v	=	Vdc)	should	be	equal	to
zero,	 that	 is,	 uL	 +	 uR	 −	 u	 =	 0,	 resulting	 in	 the	 linear	 nonhomogeneous	 first-order
differential	equation	written	as



FIGURE	2.5	Schematic	of	RL	circuit	with	connected	source	for	t	>	0.

whose	general	solution	can	be	obtained	as

The	unknown	coefficient	A	can	be	found	from	the	initial	conditions	when	the	circuit
current	i(0)	=	0	for	t	=	0.	Consequently,

and

where	τ	=	L/R	is	the	time	constant	of	the	RL	circuit.

Thus,	the	current	i(t)	in	the	RL	circuit	starts	to	grow	from	its	zero	value	of	i(0)	=	0	at	t
=	0	asymptotically	(by	means	of	exponential	functions)	approaching	the	final	dc	value	of
i(∞)	=	I	=	Vcc/R	at	t	→	∞	when	vL(∞)	=	0	and	vR(∞)	=	Vdc,	according	to	Eqs.	(2.48)	and
(2.49).

Figure	 2.6	 shows	 the	 electrical	 schematic	 of	 the	 nonlinear	 parallel	 circuit,	 which
contains	 a	 capacitor	 as	 a	 nonlinear	 element	 depending	 on	 the	 applied	 voltage.	 Such	 a
capacitor	can	be	 represented	by	 the	nonlinear	capacitance	of	p-n	 junction	of	 the	bipolar
transistor	or	internal	gate-source	and	gate-drain	capacitances	of	the	MOSFET	or	MESFET
devices.	Let	us	assume	that	the	loaded	quality	factor	of	the	parallel	circuit	is	high	enough
to	expect	that	the	voltage	across	the	circuit	is	sinusoidal,	that	is,	υ	=	V	sinωt,	even	if	the
current	 i	 contains	 the	higher-order	harmonic	components.	Then,	 according	 to	Eq.	 (2.42)
where	C	=	C(υ),	the	current	flowing	through	the	nonlinear	capacitance	C	can	be	written	as



FIGURE	2.6	Schematic	of	nonlinear	parallel	circuit.

In	the	case	of	the	second-order	polynomial	approximation	of	the	nonlinear	capacitance
given	by

where	C0,	A1,	 and	A2	 are	 the	 coefficients	 with	 positive	 values.	 Equation	 (2.50)	 can	 be
rewritten	by	using	the	trigonometric	identity	of	Eq.	(2.6)	as

From	Eq.	(2.52),	 it	 follows	 that	 the	fundamental	harmonic	of	 the	current	 iC1	 through
the	nonlinear	capacitance	C	can	be	represented	by

The	 same	 result	 for	 current	 iC1	 can	 be	 obtained	 by	 including	 the	 equivalent	 (or
fundamentally	averaged)	capacitance	Cavr	 instead	of	 the	nonlinear	capacitance	according
to

whose	value	increases	for	larger	values	of	the	voltage	amplitude	V.

2.3	Newton-Raphson	Algorithm
To	describe	the	nonlinear	circuit	behavior,	it	is	necessary	to	solve	the	nonlinear	algebraic



equation	 or	 system	 of	 equations,	 which	 do	 not	 generally	 admit	 a	 closed	 form	 solution
analytically.	 One	 of	 the	most	 common	 numerical	methods	 to	 solve	 such	 equations	 is	 a
method	based	on	the	Newton-Raphson	algorithm	[3].	The	initial	guess	for	this	method	is
chosen	using	a	Taylor-series	expansion	of	the	nonlinear	function.	Consider	a	practical	case
when	 the	device	 is	 represented	by	 a	 two-port	 network	where	 all	 nonlinear	 elements	 are
functions	 of	 the	 two	 unknown	 voltages,	 input	 voltage	 vin	 and	 output	 voltage	 vout.	 As	 a
result,	 after	 combining	 linear	 and	nonlinear	 circuit	 elements,	 a	 system	of	 two	 equations
can	be	written	as

By	assuming	that	the	variables	vin0	and	vout0	are	the	initial	approximate	solution	of	a
system	of	Eqs.	(2.55)	and	(2.56),	these	variables	can	be	rewritten	as	vin	=	vin0	+	Δvin	and
vout	 =	 vout0	 +	 Δvout,	 where	 Δvin	 and	 Δvout	 are	 the	 linear	 increments	 of	 the	 variables.
Applying	a	Taylor-series	expansion	to	Eqs.	(2.55)	and	(2.56)	yields

where	 	denotes	the	second-	and	higher-order	components.

By	neglecting	the	second-	and	higher-order	components,	Eqs.	(2.57)	and	(2.58)	can	be
rewritten	in	the	matrix	form	as

Equation	(2.59)	can	be	rewritten	in	the	phasor	form	as

where	J	is	the	Jacobian	matrix	of	a	system	of	Eqs.	(2.55)	and	(2.56).

The	solution	of	Eq.	(2.60)	for	a	nonsingular	matrix	J	can	be	obtained	by

This	means	that	if



is	the	initial	guess	voltage	of	this	system	of	equation,	then	the	next	(more	precise)	solution
can	be	written	as

where

Then,	 starting	with	 the	 initial	 guess	v0,	we	compute	v1	 at	 the	 first	 iteration.	 For	 the
iteration	n	+	1,	one	can	write

The	 iterative	Eq.	 (2.65)	 is	 given	 for	 a	 system	 of	 two	 equations.	However,	 it	 can	 be
directly	extended	to	a	system	of	k	nonlinear	equations	with	k	unknown	parameters.	This
iterative	procedure	is	terminated	after	(n	+	1)	iterations	whenever

where	 ε	 is	 a	 small	 positive	 number	 depending	 on	 the	 desired	 accuracy.	 For	 practical
purposes,	 it	 is	 desirable	 that	 the	 Newton-Raphson	 algorithm	 should	 converge	 in	 a	 few
steps.	Therefore,	the	choice	of	an	appropriate	initial	guess	is	crucial	to	the	success	of	the
algorithm.

Consider	the	simple	circuit	with	the	diode	and	resistor	shown	in	Fig.	2.7.	According	to
Kirchhoff’s	voltage	law,

FIGURE	2.7	Circuit	schematic	with	resistor,	diode,	and	voltage	source.



where	vR	=	iR.

The	electrical	behavior	of	the	diode	is	described	by

Rearranging	Eq.	(2.68)	gives	the	equation	for	vD	in	the	form

Thus,	from	Eqs.	(2.68)	and	(2.69),	it	follows	that

This	allows	current	i	to	be	determined	for	a	specified	voltage	v.	However,	because	it	is
impossible	to	analytically	solve	this	equation	for	current	i	in	an	explicit	form,	the	solution
must	be	found	numerically.

Consider	a	dc	voltage	source	V	with	a	dc	current	I.	For	the	sinusoidal	voltage	source,	it
is	 necessary	 to	 calculate	 the	 Bessel	 functions	 for	 the	 dc,	 fundamental-frequency,	 and
higher-order	 current	 harmonic	 components.	 In	 this	 case,	 it	 is	 convenient	 to	 rewrite	 Eq.
(2.70)	as

from	which

Then,	applying	the	iterative	algorithm	for	a	single	variable	results	in

Using	Eqs.	(2.71)	and	(2.72)	finally	yields

The	results	of	 the	numerical	calculation	of	 the	currents	In	 for	each	iteration	for	VT	=
25.9	mA/V,	R	=	5	Ω,	V	=	5	V,	 Isat	=	10	μA,	and	 initial	current	 I0	=	50	mA	are	given	 in
Table	2.1.	The	 calculation	 error	 εn	 =	 IN	 −	 In,	where	n	 =	 0,	 1,	…,	N,	 illustrates	 the	 fast
convergence	to	the	solution	for	each	iteration	step.	The	error	at	each	subsequent	iteration
step	 is	approximately	proportional	 to	 the	 square	one	of	error	at	 the	previous	 step.	 If	 the
required	accuracy	of	ε	<	0.1%	is	set	in	advance,	the	iteration	procedure	will	be	stopped	at
the	third	iteration	step.



TABLE	2.1	Three-Step	Iteration	Procedure

2.4	Quasilinear	Method
To	simplify	the	analysis	and	design	procedure	of	the	power	amplifier,	in	some	cases	it	is
enough	to	apply	a	quasilinear	method,	which	is	based	on	the	use	of	the	ratios	between	the
fundamental-frequency	 components	 of	 currents	 and	voltages	 and	 the	 replacement	 of	 the
transistor	 nonlinear	 elements	 by	 equivalent	 fundamentally	 averaged	 linear	 ones.	 The
derivation	of	equations	for	the	equivalent	averaged	linear	elements	in	terms	of	the	signal
voltages	 is	 based	 on	 the	 static	 current-voltage	 and	 voltage-capacitance	 transistor
characteristics.

For	example,	for	a	bipolar	transistor,	whose	simplified	equivalent	circuit	 is	shown	in
Fig.	2.8,	all	elements	of	its	equivalent	circuit	are	nonlinear,	depending	significantly	on	the
operation	 mode,	 especially	 the	 transconductance	 gm,	 base-emitter	 capacitance	 Cπ,	 and
collector	 capacitance	Cc.	 The	 base-emitter	 capacitance	Cπ	 consists	 of	 the	 diffusion	 and
junctions	components	and,	at	high	frequencies,	 its	reactance	 is	sufficiently	high	 to	shunt
the	 base-emitter	 forward-biased	 diode.	By	 taking	 into	 account	 that	 the	 device	 transition
frequency	 is	 obtained	 by	 fT	 =	 gm/2π	Cπ,	 it	 is	 sufficient	 to	 consider	 the	 only	 nonlinear
elements	gm,	ωT	=	2π	fT,	and	Cc,	as	the	base	resistance	rb	poorly	depends	on	a	bias	mode.
The	fundamentally	averaged	large-signal	transconductance	(or	average	transconductance)
can	be	easily	determined	from	Eq.	(2.35)	as



FIGURE	2.8	Bipolar	transistor	simplified	equivalent	circuit.

where	Vcc	is	the	collector	dc	bias	voltage.

The	collector	capacitance	represents	a	 junction	capacitance	and	can	be	approximated
by

where	φ	is	the	built-in	junction	potential,	γ	is	the	junction	sensitivity,	and	Cc0	is	the	initial
capacitance	when	vc	=	0.

If	our	interest	is	restricted	to	the	fundamental	frequency,	and	vc	=	Vcc	+	Vcsinωt,	where
Vc	 is	 the	 voltage	 fundamental-frequency	 amplitude	 across	 the	 capacitance	Cc,	 then	 the
current	flowing	through	the	collector	capacitance	is	defined	for	the	quasilinear	case	as

where	Cc(Vcc)	is	the	small-signal	capacitance	at	the	operating	bias	point	and	ξ	=	Vc/(Vcc	+
φ).

As	 a	 result,	 the	 averaged	 large-signal	 collector	 capacitance	 Cc1	 can	 be	 calculated



through	the	fundamental-frequency	Fourier-series	component	as

Figure	 2.9	 shows	 the	 voltage	 dependences	 of	 the	 fundamentally	 averaged	 collector
capacitance	in	a	large-signal	mode.	Within	the	values	of	ξ	<	1,	the	maximum	large-signal
value	of	Cc1(Vc)	deviates	from	the	small-signal	value	of	Cc(Vcc)	by	not	more	than	20%	for
an	abrupt	junction	with	γ	=	0.5.

FIGURE	2.9	Large-signal	behavior	of	device	junction	capacitance.

For	a	MESFET	device	with	 the	simplified	equivalent	circuit	 shown	 in	Fig.	2.10,	 the
drain	current	 id	 is	a	 function	of	 the	gate-source	voltage	vgs	 and	 the	drain-source	voltage
vds,	which	can	be	expanded	in	a	two-dimensional	Taylor	series	as



FIGURE	2.10	MESFET	simplified	equivalent	circuit.

where	Vg	is	the	gate	dc	bias	voltage	and	Vdd	is	the	drain	dc	supply	voltage.

In	the	small-signal	quasilinear	case,	the	high-degree	terms	are	neglected	and



The	gate-source	and	drain-source	instantaneous	voltages	can	respectively	be	written	as

where	Vgs	and	Vds	are	 the	gate-source	and	drain-source	voltage	amplitudes,	and	φ	 is	 the
phase	difference	between	these	voltages.

Consequently,	the	instantaneous	drain	current	given	by	Eq.	(2.79)	can	be	rewritten	as

where

is	the	linearized	large-signal	transconductance,

is	 the	 linearized	 differential	 output	 conductance,	 I0	 is	 the	 dc	 drain	 current,	 Id	 is	 the
fundamental	drain	current	amplitude,	and	Gds1	=	1/Rds1	[4].

Multiplying	the	right-	and	left-hand	sides	of	Eq.	(2.83)	by	sinωt	and	integrating	over
the	 entire	 signal	 period	 result	 in	 the	 fundamentally	 averaged	 transconductance	 gm1
obtained	by

Similarly,	 multiplying	 by	 sin(ωt	 +	 φ)	 results	 in	 the	 fundamentally	 averaged	 drain-
source	conductance	Gds1	obtained	by

The	 average	 large-signal	 gate-source	 capacitance	Cgs1	 can	 be	 calculated	 similarly	 to
that	of	for	the	abrupt	collector	capacitance	Cc1	of	the	bipolar	transistor	with	γ	=	0.5.	The
average	gate	forward	conductance	Ggf1	is	defined	by

where	Isat	is	the	saturation	current	of	the	Schottky	barrier	and	I1(Vgs/VT)	is	the	first-order
modified	Bessel	function	of	the	first	kind.

The	gate	charging	resistance	Rgs	varies	with	the	gate-source	capacitance	Cgs	in	such	a
way	that	the	charging	time	constant	τg	=	RgsCgs	varies	insignificantly	and	it	can	be	treated
as	a	constant	in	a	quasilinear	approximation.



2.5	Harmonic	Balance	Method
Harmonic	balance	analysis	determines	the	periodic	steady-state	circuit	responses	because
the	 basis	 signal	 set	 chosen	 to	 represent	 the	 physical	 signals	 in	 the	 circuit	 consists	 of
sinusoidal	 functions	 [5,	 6].	 The	 harmonic	 balance	 method	 requires	 that	 the	 circuit	 be
divided	 into	 two	 subcircuits	 connected	 by	 wires	 forming	 multiports.	 One	 subcircuit
contains	 the	 linear	 components	 of	 the	 circuit,	 and	 another	 contains	 the	 only	 nonlinear
device	 model	 parameters,	 as	 shown	 in	 Fig.	 2.11.	 The	 linear	 parasitic	 elements	 of	 the
device	are	taken	into	account	by	the	linear	subcircuit.	Sources	and	loads	are	concentrated
in	a	separate	multiport	network.	The	N	wires	at	the	linear-nonlinear	interface	connect	the
two	 subcircuits	 and	 define	 corresponding	 nodes.	 Current	 flowing	 out	 of	 one	 subcircuit
must	equal	to	that	flowing	into	another.	Matching	the	frequency	components	in	each	wire
satisfies	the	continuity	equation	for	current.	An	iterative	process	calculates	the	current	at
each	wire	so	that	the	obtained	dependences	are	satisfied	for	both	linear	and	nonlinear	sides
of	the	entire	circuit.

FIGURE	2.11	Harmonic	balance	circuit	representation.

The	nonlinear	subcircuit	is	represented	by	a	set	of	nonlinear	equations

where	f	is	the	arbitrary	nonlinear	function	and	can	include	differentiation	and	integration,
ik	and	vk	are	 the	kth-port	 current	and	voltage,	 respectively,	and	k	 =	 1,	…,	N.	The	 linear
subcircuit	response	is	calculated	in	the	frequency	domain	at	each	harmonic	component	by
linear	analysis	and	is	represented	by	an	N	×	(N	+	M)	matrix.	The	M	additional	variables
are	the	additional	external	nodes,	to	which	voltage	or	current	sources	are	connected.	In	the
case	of	an	applied	input	signal	containing	a	sum	of	harmonics	of	ω,	2ω,	…,	Kω,	there	will
be	(K	+	1)	matrices	so	that	the	matrix	relationship	between	the	port	voltages	and	currents
can	be	written	as



where	Hij(kω)	are	 the	 impedance	or	 transfer	 ratios,	depending	on	which	of	 the	variables
are	voltages	and	which	are	currents,	and	k	=	0,	1,	…,	K.	The	harmonic	balance	program
finds	a	simultaneous	solution	of	Eqs.	(2.89)	and	(2.90)	for	v1,	v2,	…,	vN,	so	that	i1,	i2,	…,
iN	can	be	determined.

Figure	 2.12	 illustrates	 the	 application	 of	 the	 harmonic	 balance	 method	 to	 a	 three-
terminal	 MESFET	 device.	 The	 MESFET	 device	 is	 represented	 by	 only	 nonlinear
elements,	whereas	all	its	parasitics,	matching	and	output	networks	are	incorporated	into	a
linear	 subcircuit.	The	 source	 terminal	 is	 chosen	as	 a	 reference,	 so	 that	N	 =	 2.	Here,	 the
voltages	 v1	 and	 v2	 are	 independent	 variables,	 as	 are	 the	 currents	 i1	 and	 i2.	 Additional
applied	sources	are	the	external	voltage	sources	V1	and	V2.	As	a	result,	the	output	current
flowing	 into	 the	 load	or	voltage	across	 the	 load	can	be	 readily	 found	once	 i1	 and	 i2	are
determined.	Because	Eq.	(2.89)	is	stated	in	the	time	domain	and	Eq.	(2.90)	is	stated	in	the
frequency	 domain,	 time-to-frequency	 conversion	 is	 achieved	 using	 a	 discrete	 Fourier
transform.	An	initial	estimate	must	be	made	for	ij(t)	and	vj(t),	j	=	1,	…,	N,	because	their
values	 are	 unknown	 at	 the	 beginning	 of	 calculation.	 Iteration	 between	 Eqs.	 (2.89)	 and
(2.90)	is	performed	using	a	discrete	Fourier	transform	to	obtain	the	frequency	components
calculated	in	the	time	domain	using	Eq.	(2.89)	until	a	self-consistent	set	of	variables	that
satisfy	 the	 current	 continuity	 equations	 is	 attained.	 The	 continuity	 equation	 for	 current
states	 that	 the	 ”nonlinear”	 currents	 ij	 must	 be	 equal	 to	 the	 ”linear”	 currents	 	 that
corresponds	to	zero	error	function	as	a	solution.



FIGURE	2.12	Application	of	harmonic	balance	method	to	three-terminal	MESFET	device.

Figure	2.13	 shows	 the	 equivalent	 circuit	 of	 a	power	 amplifier,	 including	a	nonlinear
MESFET	circuit	model,	 the	 input	and	output	matching	circuits,	and	 the	source	and	 load
impedances	[6].	The	device	model	includes	both	linear	and	nonlinear	elements,	which	can
be	characterized	by	the	appropriate	measurement	or	modeling.	The	largest	contribution	to
the	nonlinear	device	behavior	 is	made	by	the	nonlinear	drain	current	source	Id,	 forward-
bias	gate	current	source	Ig,	and	gate-to-drain	current	source	Ib,	which	are	assumed	 to	be
functions	of	the	instantaneous	internal	gate	voltage	Vg	and	drain	voltage	Vd.	An	analysis	of
the	circuit	shown	in	Fig.	2.13	using	Kirchhoff’s	voltage	and	current	laws	in	the	frequency
domain	 results	 in	 two	 complex	 algebraic	 equations	 with	Vg	 and	Vd	 as	 the	 independent
variables	for	each	kth	Fourier	component:



FIGURE	2.13	MESFET	power	amplifier	equivalent	circuit.

where

where	Z1	=	Rg	+	jkωLg,	Z2	=	Rs	+	jkωLs,	Z3	=	Rd	+	jkωLd,	and	k	=	1,	…,	N.

Here,	the	matrices	A,	B,	D,	and	E	describe	the	linear	network,	and	the	matrices	C	and



F	 represent	 the	 independent	 driving	 sources.	 The	 nonlinearity	 in	 these	 equations	 is
contained	 in	 the	 currents	 Ig,	 Ib,	 and	 Id,	 which	 commonly	 depend	 on	 both	 Vg	 and	 Vd.
Consequently,	Eqs.	(2.91)	and	(2.92)	determine	the	voltages	Vg	and	Vd	only	implicitly.	The
system	of	these	equations	is	best	solved	numerically	using	an	iterative	technique.

The	 iterative	 solution	 process	 begins	 with	 an	 initial	 approximation	 to	 the	 solution,
which	 can	be	made	by	neglecting	 the	gate	 forward-bias	 current	 Ig	 and	 the	gate-to-drain
current	Ib	and	assuming	a	linear	device	output	conductance	and	transconductance.	Setting
and	 substituting	 the	 initial	 values	 of	 the	 bias	 current	 and	 the	 fundamental	 drain	 current
amplitude	and	phase	 into	Eqs.	 (2.91)	and	(2.92),	which	are	 rearranged	with	 the	real	and
imaginary	parts,	allows	the	appropriate	bias	gate	and	drain	voltages	and	fundamental	gate
and	drain	voltages	to	be	calculated	in	the	frequency	domain.	Rewriting	the	voltages	vg(t)
and	vd(t)	in	the	time	domain	as

and	substituting	 them	into	 the	nonlinear	current	expressions	 ig(vg,	vd)	and	 id(vg,	vd)	 give
the	 Fourier	 components	 for	 each	 current	 harmonic	 with	 the	 appropriate	 amplitude	 and
phase.	 Then,	 at	 each	 iteration	 step,	 inserting	 every	 gate	 and	 drain	 current	 written	 in	 a
complex	 form	 into	Eqs.	 (2.91)	 and	 (2.92)	 allows	 the	 complex	 gate	 and	 drain	 harmonic
voltages	to	be	obtained.	Their	representation	in	the	time	domain	can	be	given	by

which,	in	turn,	allows	the	complex	gate	and	drain	currents	to	be	defined	by	inserting	into
their	 nonlinear	 expressions.	 Finally,	 when	 the	 accuracy	 of	 the	 solution	 is	 satisfied,	 the
iterative	process	ends.	 In	 this	 case,	 an	error	 function,	which	defines	 the	duration	of	 this
iterative	procedure,	can	be	written	in	a	mean	square	form.

2.6	X-Parameters
The	 scattering	 S-parameters	 have	 been	 used	 to	 represent	 linear	 electrical	 networks	 for
simulation	and	design	since	the	1960s,	when	measuring	S-parameters	was	made	possible
with	 the	 introduction	 of	 the	 network	 analyzer	 [7].	 In	 this	 case,	 the	 S-parameters	 allow
designers	 to	 accurately	 describe	 the	 properties	 of	 very	 complicated	 linear	 networks	 as
simple	 “black	 boxes”	 and	 then	 integrate	 them	 with	 other	 electrical	 components	 using
linear	 frequency-domain	 simulators.	 Furthermore,	 they	 have	 proved	 to	 be	 an	 important
initial	step	in	determining	the	non-linear	transistor	models	by	measuring	the	small-signal
scattering	parameters	characterizing	the	electrical	behavior	of	nonlinear	active	devices	in
the	 entire	 frequency	 operating	 range	 under	 different	 bias	 voltages.	 However,	 new
transistor	technologies	and	demand	for	greater	accuracy	lead	to	an	increase	in	device	and
model	 complexity,	 driving	 the	 need	 for	 enhanced	 characterization	 techniques	 and
specialized	test	equipment.	Note	that	the	annotation	“black	box”	refers	to	the	fact	that	no



knowledge	 is	 used	or	 required	 concerning	 the	 internal	 circuitry	of	 the	device	under	 test
(DUT).

As	an	alternative,	 a	 large-signal	network	analysis	 (LSNA)	can	be	provided	which	 is
empowered	by	a	unique	combination	of	 two	mathematical	 transformations	 [8].	The	 first
one	 is	 the	 transformation	 between	 the	 traveling	 voltage-wave	 formalism	 and	 voltage-
current	 representation,	 whereas	 the	 second	 one	 is	 the	 transformation	 between	 the	 time
domain	and	the	frequency	domain.	With	an	LSNA	technology,	the	incident	and	reflected
waves	are	measured	at	the	terminals	of	the	device	under	large-signal	operation	conditions,
including	 harmonics	 and	 intermodulation	 products.	 In	 this	 case,	 a	 new	nonlinear	model
called	 the	 polyharmonic	 distortion	 (PHD)	 model	 can	 be	 identified	 with	 advanced
nonlinear	measurements	similar	to	S-parameters	for	the	linear	case.	The	PHD	modeling	is
a	black-box,	frequency-domain	modeling	technique,	and	this	approach,	also	referred	to	as
X-parameters,	 can	 be	 used	 as	 a	 natural	 extension	 of	 S-parameters	 under	 large-signal
conditions	to	create	the	device	large-signal	model	[9,	10].	In	this	case,	a	DUT	is	connected
to	 a	 large-signal	 network	 analyzer,	 and	model	 is	 automatically	 extracted	 that	 accurately
describes	 all	 kinds	 of	 nonlinear	 behavior	 such	 as	 amplitude	 and	 phase	 of	 harmonics,
compression	characteristics,	spectral	regrowth,	and	amplitude-dependent	input	and	output
impedances.

The	 model	 theory	 is	 derived	 from	 a	 multiharmonic	 linearization	 around	 a	 periodic
steady	state	under	a	large-signal	drive	with	several	small	tones	one	at	time	at	each	port	and
at	each	harmonic	of	the	fundamental	up	to	the	maximum	number	needed	for	model.	For	a
given	 DUT,	 it	 is	 necessary	 to	 determine	 the	 set	 of	 the	 describing	 functions	 Fpm	 that
correlate	 all	 the	 relevant	 input	 spectral	 components	Aqn	 and	output	 spectral	 components
Bpm,	where	q	and	p	range	from	one	to	the	number	of	signal	ports,	whereas	m	and	n	range
from	zero	to	the	highest	harmonic	index	[10].	This	is	mathematically	expressed	as

from	which	practical	models	can	be	developed	in	the	frequency	domain.	In	this	case,	it	is
assumed	 that	 the	 fundamental	 frequency	 is	 a	 known	 constant.	 The	 PHD	 model	 is	 a
particular	approximation	of	Eq.	(2.97)	as	a	result	of	its	linearization.

The	concept	of	describing	functions	is	shown	in	Fig.	2.14(a).	The	basic	feature	of	the
describing	functions	is	related	to	the	fact	that	Fpm	describes	a	time-invariant	system.	This
implies	 that	 applying	an	 arbitrary	delay	 to	 the	 input	 signals,	 in	our	 case	 the	 incident	A-
waves,	always	results	in	exactly	the	same	time	delay	for	the	output	signals,	the	reflected
B-waves.	In	the	frequency	domain,	applying	a	time	delay	is	equivalent	to	the	application
of	a	linear	phase	shift	(proportional	to	frequency),	and	as	such	this	fact	can	mathematically
be	expressed	as





FIGURE	2.14	Concept	of	describing	functions	and	harmonic	superposition	principle.

where	θ	can	be	made	equal	to	the	inverted	phase	of	A11	because	Eq.	(2.98)	is	valid	for	all
values	of	θ.

By	 introducing	 the	phasor	P	 set	by	 the	phase	of	 the	 large-signal	component	A11	and
defined	as	P	=	exp(jφA11),	the	spectral	mapping	of	Eq.	(2.98)	can	be	rewritten	substituting
exp(jθ)	by	P−1	as

where	 the	 first	 input	 argument	 is	 a	 positive	 real	 number,	which	 is	 the	 amplitude	 of	 the
fundamental	component	at	the	input	port	1,	rather	than	a	complex	number.

Generally,	 the	 superposition	 principle	 is	 not	 valid	 under	 large-signal	 nonlinear
operation	conditions.	However,	in	many	practical	cases	such	as	in	power	amplifiers	driven
by	 a	 narrowband	 input	 signal,	 there	 is	 only	 one	 dominant	 large-signal	 input	 component
(A11)	 present,	 whereas	 all	 other	 input	 components	 (the	 harmonic	 frequencies)	 are
relatively	 small.	 In	 this	 case,	 it	 is	 possible	 to	 use	 the	 superposition	 principle	 for	 the
relatively	 small	 input	 components,	 which	 can	 be	 called	 the	 harmonic	 superposition
principle.	The	harmonic	superposition	principle	 is	graphically	 illustrated	 in	Fig.	2.14(b),
where,	 for	 simplicity,	 only	 A1m	 and	B2n	 are	 present	 and	 components	 A2m	 and	 B1n	 are
neglected.	 As	 an	 example,	 consider	 the	 case	 when	 the	 input	 spectral	 component	 A11
creates	four	output	spectral	components	B2n.	Then,	leaving	the	A11	excitation	the	same	and
adding	 a	 relatively	 small	 A12	 component	 will	 result	 in	 a	 first	 deviation	 of	 all	 B2n
components	 in	 the	output	 spectrum.	The	same	 results	happen	 for	 the	subsequent	 second
and	 third	deviations	 for	all	output	components	 simultaneously	when	 the	 relatively	 small
third	 (A13)	 and	 fourth	 (A14)	 spectral	 components	 are	 added	 at	 the	 input.	 The	 harmonic
superposition	principle	holds	when	the	overall	deviation	of	the	output	spectrum	B2	is	the
superposition	of	all	individual	deviations.	The	harmonic	superposition	is	a	key	assumption
to	the	PHD	model.	A	linearization	of	Eq.	(2.99)	versus	all	components	except	 the	 large-
signal	A11	leads	to

where

The	PHD	model	equation	is	derived	by	substituting	the	real	and	imaginary	parts	of	the



input	arguments	in	Eq.	 (2.100)	by	a	 linear	combination	of	 the	 input	arguments	and	 their
corresponding	conjugates.	Because

Eq.	(2.100)	can	be	rewritten	as

Rearranging	 the	 corresponding	 terms	 finally	 results	 in	 the	 relatively	 simple	 PHD
model	equation

where	 new	 functions	Spq,mn	 and	Tpq,mn	 are	 defined	 through	 functions	Kpm,	Gpq,mn,	 and
Hpq,nm	introduced	in	Eq.	(2.100).

The	basic	PHD	model	given	 in	Eq.	 (2.107)	 simply	describes	 that	 the	B-waves	result
from	a	linear	mapping	of	the	A-waves,	similar	to	classic	S-parameters.	At	the	same	time,
there	 are	 some	 significant	 differences.	 For	 example,	 the	 right-hand	 side	 of	 Eq.	 (2.107)
contains	a	contribution	associated	with	not	only	the	A-waves	but	also	with	the	conjugate
part	of	the	A-waves.	However,	the	conjugate	part	of	the	A-waves	is	not	present	at	all	with
S-parameters	 because	 the	 contribution	 of	 an	 A-wave	 to	 a	 particular	 B-wave	 is	 not	 a
function	 of	 the	 phase	 of	 that	A-wave.	Any	 phase	 shift	 in	A-wave	will	 just	 result	 in	 the
same	phase	shift	of	 the	contribution	to	 the	particular	B-wave.	This	 is	no	 longer	 the	case
when	 a	 large	 fundamental	 signal	 (A11	wave)	 is	 present	 at	 the	 input	 of	 the	DUT.	 In	 this
case,	the	large-signal	A11	wave	creates	a	phase	reference	point	for	the	other	entire	incident
A-waves,	and	the	contribution	to	the	B-waves	of	a	particular	A-wave	depends	on	the	phase
relationship	between	 this	 particular	A-wave	 and	 the	 large-signal	A11	wave.	This	 relative
phase	 dependence	 is	 expressed	 in	Eq.	 (2.107)	 through	 the	 presence	 of	 the	 conjugate	A-
wave	terms	[10].

For	 a	 simple	 case	 of	 a	B21	 (fundamental	 at	 the	 output)	 depending	 on	A21	 (reflected
fundamental	at	the	output)	and	A11	(incident	fundamental	at	the	input),	Eq.	(2.107)	reduces
to

which	can	be	rewritten	in	a	normalized	form	using	the	phasor	definition	P	=	exp(jφA11)	as



that	 demonstrates	 the	 phase	 difference	 between	 A11	 and	 A21	 through	 the	 complex
exponential.	Besides	the	relative	phase	dependence,	the	PHD	model	can	provide	another
feature	when	compared	 to	S-parameters,	 namely	 that	 it	 relates	 input	 and	output	 spectral
components	that	have	different	frequencies.	It	describes,	for	example,	how	A13,	which	is
the	third	harmonic	of	the	incident	wave,	will	contribute	to	a	change	in	B22,	which	 is	 the
second	harmonic	at	port	2.

To	 describe	 different	 nonlinear	 DUT	 characteristics	 from	 the	 PHD	model,	 a	 highly
simplified	model	containing	exclusively	the	S21,11	term

can	be	considered.	Dividing	both	sides	of	Eq.	(2.110)	by	A11	reveals	that	the	amplitude	of
the	 function	S21,11	 corresponds	 to	 the	 compression	 characteristic	 of	 the	DUT,	while	 the
AM-PM	(amplitude-phase)	conversion	characteristic	is	given	by	the	phase	of	S21,11	as

Figure	 2.15	 shows	 the	 measured	 amplitude	 and	 phase	 of	 S21,11	 of	 a	 wideband
microwave	 integrated	 circuit	 amplifier	 with	 a	 fundamental	 frequency	 of	 9.9	 GHz.	 The
comparison	of	the	amplifier	gain	and	AM-PM	characteristics	as	a	function	of	the	incident
power	 over	 a	 decade	 frequency	 range	 from	 600	 MHz	 to	 6	 GHz	 from	 highly	 linear
operation	 to	 over	 2.5-dB	 gain	 compression	 showed	 the	 close	 agreement	 between	 the
derived	 PHD	 behavioral	 model	 and	 the	 circuit-level	 model	 over	 the	 same	 range	 of
operating	conditions	[9].	The	PHD	model	 can	 also	predict	 the	generation	of	 harmonics,
with	simple	equations	up	to	the	fourth	harmonic	written	as



FIGURE	2.15	Amplitude	and	phase	characteristics	of	DUT.

The	PHD	nonlinear	behavioral	model,	which	is	characterized	by	X-parameters,	can	be
applied	 to	 the	 input	 signals	 that	are	 represented	as	a	modulated	carrier	when	a	complex
envelope	 domain	 representation	 of	 the	 A-wave	 and	 B-wave	 signals	 is	 used	 and	 a
quasistatic	 relationship	 between	 the	A-waves	 and	 the	 B-waves	 is	 assumed	 [10].	 In	 the
envelope	 domain,	 a	 time-varying	 signal	 x(t)	 can	 be	 expressed	 through	 its	 complex
envelope	representation	by	a	series	of	the	time-varying	complex	functions	Xh(t)	by



where	 fc	 is	 the	carrier	 frequency.	When	 this	envelope	 representation	 is	applied	 to	 the	A-
waves	and	the	B-waves,	the	PHD	model	of	Eq.	(2.107)	can	be	rewritten	as

which	 then	 can	 be	 used	 to	 calculate	 the	 amplitude	 and	 phase	 of	 the	 B-wave	 complex
envelopes	as	a	function	of	the	A-wave	complex	envelopes.	The	resulting	time-dependent
B-wave	 complex	 envelopes	 are	 converted	 into	 the	 frequency	 domain	 via	 Fourier
transform,	where	the	resulting	spectra	are	used	to	calculate	typical	nonlinear	parameters,
for	example,	the	adjacent	and	alternate	channel	leakage	power	ratios	ACLR1	and	ACLR2,
respectively.

Because	 of	 the	 time-varying	 thermal	 and	 trapping	 effects	 in	 the	 device	 itself,	 the
nonlinear	characteristics	of	 the	active	device,	and	hence	 its	X-parameters,	are	dependent
on	these	slow	processes	in	the	device,	which	are	called	the	memory	effects.	Generally,	the
memory	 effects	 can	 be	 classified	 as	 either	 short-term	 or	 long-term.	 If	 the	 short-term
memory	effects	are	caused	by	physical	dynamics	that	occur	at	the	timescale	of	the	carrier,
for	example,	 the	frequency	dispersion,	 then	 the	 long-term	memory	effects	are	caused	by
slowly	varying	processes,	which	can	also	 include	 the	self-heating	or	self-biasing	effects.
The	PHD	behavioral	model	can	account	 for	 the	memory	effect	modifications,	which	are
valid	if	the	rate	of	change	of	the	effect	is	significantly	less	than	the	modulation	speed.	In
this	case,	the	modified	PHD	model	equation	is	rewritten	as	a	superposition	of	a	static	part
and	a	dynamic	part,	where	the	static	part	behaves	like	a	conventional	PHD	model	and	the
dynamic	part	represents	the	long-term	memory	effects,	which	are	described	as	the	integral
effect	of	 a	general	nonlinear	 function	of	 the	 instantaneous	amplitude	of	 the	 input	 signal
A(t),	the	past	values	of	the	input	signal	A(t	−	τ),	and	how	long	ago	that	past	value	occurred
(variable	τ)	[11].

References
1.	A.	I.	Berg,	Theory	and	Design	of	Vacuum-Tube	Generators	(in	Russian),

Moscow:	GEI,	1932.

2.	P.	H.	Osborn,	“A	Study	of	Class	B	and	C	Amplifier	Tank	Circuits,”	Proc.	IRE,
vol.	20,	pp.	813–834,	May	1932.

3.	J.	K.	Fidler	and	C.	Nightingale,	Computer	Aided	Circuit	Design,	New	York:
John	Wiley	&	Sons,	1978.

4.	Y.	Tajima,	B.	Wrona,	and	K.	Mishima,	“GaAs	FET	Large-Signal	Model	and	its
Application	to	Circuit	Designs,”	IEEE	Trans.	Electron	Devices,	vol.	ED-28,	pp.	171–
175,	Feb.	1981.

5.	R.	Gilmore,	“Nonlinear	Circuit	Design	Using	the	Modified	Harmonic	Balance
Algorithm,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-34,	pp.	1294–1307,
Dec.	1986.



6.	D.	L.	Peterson,	A.	M.	Pavio,	and	B.	Kim,	“A	GaAs	FET	Model	for	Large-Signal
Applications,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-32,	pp.	276–281,
Mar.	1984.

7.	D.	Vye,	“Fundamentally	Changing	Nonlinear	Microwave	Design,”	Microwave
J.,	vol.	53,	pp.	22–40,	Mar.	2010.

8.	J.	Verspecht,	“Large-Signal	Network	Analysis,”	IEEE	Microwave	Mag.,	vol.	6,
pp.	82–92,	Dec.	2005.

9.	D.	E.	Root,	J.	Verspecht,	D.	Sharrit,	J.	Wood,	and	A.	Cognata,	“Broad-Band
Poly-Harmonic	Distortion	(PHD)	Behavioral	Models	from	Fast	Automated
Simulations	and	Large-Signal	Vectorial	Network	Measurements,”	IEEE	Trans.
Microwave	Theory	Tech.,	vol.	MTT-53,	pp.	3656–3664,	Nov.	2005.

10.	J.	Verspecht	and	D.	E.	Root,	“Polyharmonic	Distortion	Modeling,”	IEEE
Microwave	Mag.,	vol.	7,	pp.	44–57,	Jun.	2006.

11.	P.	Roblin,	D.	E.	Root,	J.	Verspecht,	Y.	Ko,	and	J.	P.	Teyssier,	“New	Trends	for
the	Nonlinear	Measurement	and	Modeling	of	High-Power	RF	Transistors	and
Amplifiers	with	Memory	Effects,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-
60,	pp.	1964–1978,	Jun.	2012.



CHAPTER	3



A

Nonlinear	Active	Device	Modeling

ccurate	 device	 modeling	 is	 an	 extremely	 important	 procedure	 in	 circuit	 design,
especially	in	monolithic	integrated	circuits.	Better	approximations	of	the	final	design

can	 only	 be	 achieved	 if	 the	 nonlinear	 device	 behavior	 is	 described	 accurately.	 Once	 a
device	model	has	been	incorporated	into	a	circuit	simulator,	it	requires	the	parameters	to
specify	 the	 device	 characteristics	 according	 to	 the	model	 equations.	 The	 next	 step	 is	 to
provide	a	procedure	for	adequate	extraction	of	S-parameter	data.	This	poses	the	problem
of	how	to	extract	the	device	parameters	from	the	measurement	results	accurately,	rapidly,
and	without	unnecessary	measurement	complexity.	The	best	way	is	to	minimize	the	device
bias	points	under	S-parameter	measurements	and	to	combine	the	analytical	approach	with
a	final	optimization	procedure	 to	provide	 the	best	 fitting	of	 the	experimental	curves	and
empirical	 equation-based	model	 curves.	 Numerical	 optimization	 is	 often	 used	 to	 fit	 the
model	S-parameters	 to	 the	measured	 parameters	 as	 the	 resulting	 device	 element	 values
depend	on	the	starting	values	and	are	not	unique.	The	analytical	approach	incorporates	a
derivation	of	the	basic	intrinsic	device	parameters	from	its	equivalent	circuit	based	on	S-
to	Y-	 or	Z-parameter	 transformations	 using	 sufficiently	 simple	 equations.	However,	 it	 is
crucial	 to	choose	an	appropriately	 large-signal	model	 that	 is	most	 suitable	 for	a	 specific
active	 device,	 accurately	 describes	 the	 nonlinear	 behavior	 of	 its	 equivalent	 circuit
parameters,	and	contains	a	reasonable	number	of	model	parameters	to	be	determined.

This	chapter	describes	all	necessary	steps	for	an	accurate	device	modeling	procedure,
beginning	with	 determining	 the	 small-signal	 equivalent	 circuit	 parameters.	A	 variety	 of
nonlinear	 models,	 including	 noise	 models,	 for	 MOSFETs,	 MESFETs,	 HEMTs,	 bipolar
devices	including	HBTs,	which	are	very	prospective	to	design	modern	microwave	hybrid
and	monolithic	integrated	circuits,	are	given	and	discussed.

3.1	Power	MOSFETs
Personal	wireless	 communication	 services	have	been	driving	 the	development	of	 silicon
MOSFET	worldwide	 to	provide	 reliable	 low-cost	and	high-performance	 technology.	For
example,	the	laterally	diffused	MOSFET	(LDMOSFET)	device	structures	have	proven	to
be	highly	efficient,	high	gain,	and	 linear	for	high-power	RF	and	microwave	base	station
applications.	To	develop	low-cost	silicon-integrated	circuits	using	CMOS	technology	for
higher	 speed	 and	 higher-frequency	 integrated	 circuits	 and	 subsystems	 within	 shorter
design	 time,	 it	 is	 necessary	 to	 create	 accurate	 device	 models	 to	 allow	 efficient	 CAD
simulation.	 Several	 well-known	 physically	 based	 MOSFET	 models	 were	 developed	 to
describe	 the	 device	 electrical	 behavior	 [1,	2].	However,	 some	 of	 them	 such	 as	Level	 1,
Level	2,	or	Level	3	large-signal	models	are	very	simple	and	cannot	describe	the	current-
voltage	 and	 voltage-capacitance	 characteristics	 with	 acceptable	 accuracy.	 Other	 popular
models,	 as	 the	BSIM3v3	or	higher-version	models,	 are	 too	much	complicated	and	quite
formal	in	general	so	that,	for	better	learning	of	the	device	basic	properties,	it	is	useful	to
consider	its	intrinsic	nonlinear	core	circuit	only.	Besides,	BSIM3v3	may	not	be	as	accurate
for	RFIC	simulation	due	to	their	derivative	discontinuity.	Moreover,	microwave	parasitic



effects	in	silicon	MOSFETs	are	not	easy	physically	predictable.	Table-based	models,	such
as	the	HP	Root	model,	are	only	accurate	for	the	characterized	structures	and	measurement
conditions.	 An	 empirical	 analytical	 modeling	 approach	 is	 an	 explicit	 and	 valid
compromise	between	physical	models	and	data-based	models.

3.1.1	Small-Signal	Equivalent	Circuit
To	 describe	 accurately	 the	 nonlinear	 properties	 of	 the	 large	 MOSFET	 devices,	 it	 is
necessary	to	take	into	account	the	distributed	nature	of	the	gate	capacitance,	because	the
channel	resistance	is	not	equal	to	zero.	In	this	case,	the	device	channel	can	be	modeled	as
a	bias-dependent	RC	distributed	 transmission	 line	along	 the	channel	 length,	as	shown	in
Fig.	3.1.	This	one-dimensional	approach	assumes	a	gradual	channel	approximation	when
the	quantity	of	charge	in	the	channel	is	controlled	completely	by	the	gate	electrode,	only
fields	 in	 the	 vertical	 dimension	 influence	 the	 depletion	 region,	 and	 channel	 current	 is
provided	 entirely	 by	 drift	 with	 a	 constant	mobility.	 Despite	 some	 drawbacks	 related	 to
short-channel	 devices,	 this	 approach	 allows	 a	 compromise	 between	 accuracy	 and
simplicity	of	a	model	derivation.

FIGURE	3.1	Schematic	representation	of	MOSFET	distributed	channel	structure.

The	ABCD-matrix	of	the	given	RC	transmission	line	can	be	written	as



where	 	 is	 the	 propagation	 constant,	 Z0	 =	 R′ch/γ	 is	 the	 characteristic
transmission	line	impedance,	L	 is	the	channel	length,	R′ch	=	Rch/L,	C′g	=	Cg/L,	Rch	 is	 the
channel	charging	resistance,	which	is	a	result	of	noninstantaneous	respond	to	the	changes
of	the	gate-source	voltage,	and	Cg	is	the	total	gate	capacitance.	In	this	case,	the	equivalent
gate-source	impedance	Zgs	can	be	written	using	matrix	Eq.	(3.1)	as

The	 first-order	 approximation	of	Zgs	 obtained	 from	a	power	 series	 expansion	of	Eq.
(3.2)	yields

From	 Eq.	 (3.3),	 it	 follows	 that	 the	 MOSFET	 intrinsic	 gate-source	 circuit	 can	 be
modeled	using	a	simple	series	circuit	with	the	resistance	Rgs	=	Rch/3	and	the	capacitance
Cgs	=	Cg.	Figure	3.2(a)	shows	 the	 intrinsic	 transistor	equivalent	circuit	corresponding	 to
the	first-order	channel	approximation.





FIGURE	3.2	Intrinsic	MOSFET	equivalent	circuit	corresponding	to	(a)	first-	and	(b)
second-order	channel	approximation.

The	second-order	approximation	of	Zgs	is	also	derived	from	a	series	expansion	of	Eq.
(3.2)	as

As	 a	 result,	 the	 second-order	 approximation	 of	 the	 device	 channel	 structure	 can	 be
realized	 by	 series	 connection	 of	 the	 capacitance	Cgs1	 =	Cg	 and	 the	 parallel	RC	 circuit,
which	 consists	 of	 the	 resistance	Rgs	 =	Rch/3	 and	 capacitance	Cgs2	 =	Cg/5.	 The	 intrinsic
transistor	equivalent	circuit	corresponding	to	the	second-order	approximation	is	shown	in
Fig.	3.2(b).

For	a	high-power	MOSFET	device	whose	channel	width	is	significantly	larger	than	its
channel	length,	the	distributed	nature	of	the	total	gate	resistance	Rtot	=	RshW/L	across	the
width	W	 (where	 Rsh	 is	 the	 sheet	 resistance	 of	 the	 gate	 material)	 has	 to	 be	 taken	 into
consideration.	In	this	case,	silicon	MOSFET	can	be	decomposed	into	n	devices,	each	with
a	width	of	W/n	and	a	gate	resistance	of	Rtot/n.	For	n	→	∞,	it	will	be	viewed	as	array	of	the
small	 transistors	 distributed	 along	 the	 gate	 of	 the	 device.	 Commonly,	 it	 is	 necessary	 to
consider	 a	 two-dimensional	 power	 MOSFET	 distributed	 model	 because	 it	 shows	 a
distributed-gate	nature	along	both	 the	channel	 length	and	channel	width.	However,	 for	a
short-channel	MOSFET,	the	distributed-gate	effect	along	the	channel	length	can	be	taken
into	account	only	 in	 the	frequency	range	close	 to	 the	 transition	frequency	 fT	and	higher.
When	ωRgsCgs	 <<	 1,	 an	 analysis	 of	 the	 distributed-gate	model	 along	 the	 channel	width
based	 on	 transmission	 line	 theory	 shows	 that	 all	 transistor	 Y-parameters	 should	 be
modified	by	the	term	tanh(γW)/(γW)	[3].	However,	a	linear	power	series	expansion	of	this
term	as

leads	to	only	the	additional	use	of	a	series	lumped	gate	resistance	Rtot/3	that	does	not	alter
the	structure	of	the	transistor	equivalent	circuit.	Consequently,	the	overall	gate	resistance
Rg	can	generally	be	divided	in	two	consecutive	series	resistances	as	Rg	=	Rge	+	Rgi,	where
Rge	 is	 the	 extrinsic	 contact	 and	 ohmic	 gate	 electrode	 resistance	 and	Rgi	 =	Rtot/3	 is	 the
intrinsic	gate	resistance	due	to	the	distributed-gate	structure	of	the	power	MOSFET.

The	 complete	 small-signal	 MOSFET	 equivalent	 circuit	 with	 the	 extrinsic	 parasitic
elements	is	shown	in	Fig.	3.3.	Here,	Rds	is	the	differential	channel	resistance	as	a	result	of
the	channel	length	modulation	by	the	drain	voltage,	Cds	is	the	drain-source	capacitance,	Lg
is	 the	gate	lead	inductance,	Rs	and	Ls	are	 the	source	bulk	and	ohmic	resistance	and	 lead



inductance,	Rd	and	Ld	 are	 the	drain	bulk	 and	ohmic	 resistance	 and	 lead	 inductance,	 and
Cgp	and	Cdp	are	the	gate	and	source	pad	capacitances,	respectively.

FIGURE	3.3	Small-signal	MOSFET	equivalent	circuit	with	extrinsic	linear	elements.

3.1.2	Determination	of	Equivalent	Circuit	Elements
To	 characterize	 the	 transistor	 electrical	 properties,	 it	 is	 sufficient	 to	 use	 the	 grounded-
source	intrinsic	Y-parameters.	Their	two-port	admittance	matrix	is	written	as

where	Gds	 =	 1/Rds,	 τg	 =	RdsCgs,	 and	 τ	 is	 the	 effective	 channel	 carrier	 transit	 time.	 The
intrinsic	gate	resistance	Rgi	can	be	considered	as	an	external	gate	element.	In	this	case,	the



MOSFET	 intrinsic	 Y-matrix	 is	 the	 same	 as	 for	 the	 MESFET	 or	 HEMT	 devices.
Consequently,	to	determine	the	elements	of	the	intrinsic	MOSFET	small-signal	equivalent
circuit,	it	is	possible	to	use	the	same	analytical	approach,	which	allows	the	determination
of	its	elements	through	the	real	and	imaginary	parts	of	the	device	intrinsic	admittance	Y-
parameters.

For	known	extrinsic	parasitic	elements,	the	determination	of	the	intrinsic	Y-parameters
from	experimental	data	can	be	obtained	through	the	following	procedure,	which	is	shown
in	Fig.	3.4:





FIGURE	3.4	Method	for	extracting	the	device	intrinsic	Z-parameters.

1.	Measurement	of	the	S-parameters	of	the	extrinsic	device.

2.	Transformation	of	the	S-parameters	to	the	admittance	Y-parameters	with
subtraction	of	the	parallel	capacitances	Cgp	and	Cdp.

3.	Transformation	of	the	admittance	Y-parameters	to	the	impedance	Z-
parameters	with	subtraction	of	series	inductances	Lg,	Ls,	Ld	and	resistances	Rg,	Rs,
Rd.

4.	Transformation	of	the	impedance	Z-parameters	to	the	admittance	Y-
parameters	of	the	intrinsic	device	two-port	network.

The	device	extrinsic	parasitic	resistances	and	inductances	can	be	directly	determined
from	measurements	performed	at	zero	drain-source	voltage.	For	known	values	of	Cgp	and
Cdp	 and	 for	 forward	 gate	 biasing	 condition,	 when	 gate-source	 voltage	 is	 substantially
larger	than	pinch-off	voltage,	the	device	equivalent	circuit	can	be	presented,	as	shown	in
Fig.	3.5.	Then,	the	extrinsic	impedance	Z-parameters	are	written	as

FIGURE	3.5	Device	equivalent	circuit	corresponding	to	forward	gate	biasing	condition.



As	a	result,	when	the	parasitic	source	inductance	Ls	is	defined	directly	from	measured
ImZ12	as	well	as	parasitic	source	resistance	Rs	 from	measured	ReZ12,	 the	parasitic	drain
inductance	 Ld	 and	 resistance	 Rd	 can	 be	 calculated	 from	 measured	 ReZ22	 and	 ImZ22,
respectively.	 The	 parasitic	 gate	 resistance	Rg	 can	 be	 directly	 calculated	 from	measured
ReZ11	for	a	specified	value	of	Rs.

The	 input,	 output	 and	 feedback	MOSFET	 capacitances	 can	 be	 determined	 from	 the
low-frequency	measurements.	 In	 this	 case,	 at	 zero-drain	 bias	 and	 for	 the	 gate	 voltages
lower	 than	 the	 pinch-off	 voltage	 Vp,	 the	 device	 small-signal	 equivalent	 circuit	 can	 be
simplified	 to	 the	one	shown	in	Fig.	3.6.	For	 low-frequency	measurements	of	 less	 than	a
100	MHz	when	the	extrinsic	parasitic	resistances	and	inductances	have	no	influence	on	the
device	behavior,	the	imaginary	parts	of	the	Y-parameters	can	be	written	as

FIGURE	3.6	Device	equivalent	circuit	corresponding	to	zero-drain	bias	condition.

The	 small-signal	 equivalent	 circuit	 parameters	 can	 also	be	 extracted	using	 computer



optimization.	For	example,	 the	intrinsic	device	parameters	are	calculated	analytically	for
each	bias	condition	as	the	functions	of	the	extrinsic	parasitic	elements,	which	are	treated
as	 global	 bias-independent	 data	 in	 the	 associated	 fitting	 process	 [4].	The	measured	 and
simulated	 S-parameters	 in	 a	 wide	 frequency	 range	 are	 compared	 to	minimize	 the	 error
function

where	measSijn	are	the	measured	S-parameter	data,	simSijn	are	 the	simulated	S-parameter
data,	and	N	is	the	number	of	frequencies,	where	i,	j	=1,	2.	As	a	result,	for	the	power	lateral
double-diffused	MOSFET	device	with	the	gate	length	L	=	1.25	μm	and	the	gate	width	W	=
1.44	mm	in	a	frequency	range	of	50	MHz	up	to	10	GHz,	maximum	error	does	not	exceed
2.5%.	 This	 indicates	 a	 good	 accuracy	 of	 the	 MOSFET	 small-signal	 equivalent	 circuit
model	shown	in	Fig.	3.3.

3.1.3	Nonlinear	I-V	Models
An	empirical	approach	to	approximate	the	nonlinear	behavior	of	the	drain	current	source
Ids	(Vgs,	Vds)	of	a	JFET	device	 is	described	in	[5].	 In	 this	case,	 instead	of	using	separate
equations	 for	 the	 triode	 and	 pinch-off	 regions,	 irrespective	 of	 the	 device	 geometry	 and
material	parameters,	a	general	expression	based	on	hyperbolic	functions	was	proposed:

where	Idss	is	the	saturation	drain	current	for	Vgs	=	0,	α	is	the	saturation	voltage	parameter,
and	Vp	 is	 the	 pinch-off	 voltage.	As	 a	 result,	 good	 agreement	was	 obtained	 between	 the
predicted	and	experimental	results,	which	showed	a	promising	prospect	of	such	a	simple
empirical	model.

A	 similar	 and	 sufficiently	 simple	 nonlinear	 model	 using	 a	 hyperbolic	 function	 and
incorporating	self-heating	effect	was	later	proposed	to	describe	the	I-V	characteristics	of	a
MOSFET	device:

where

where	GMexp,SATexp,	and	μcrit	are	the	channel	current	parameters	[6].



An	empirical	nonlinear	model,	which	 is	single-piece	and	continuously	differentiable,
developed	for	silicon	LDMOS	transistors	is	given	by

where

where	λ	is	the	drain	current	slope	parameter;	β	is	the	transconductance	parameter;	Vth0	is
the	 forward	 threshold	 voltage;	 Vst	 is	 the	 sub-threshold	 slope	 coefficient;	 VT	 is	 the
temperature	 voltage;	 Iss	 is	 the	 forward	 diode	 leakage	 current;	 VBR	 is	 the	 breakdown
voltage;	K1,	K2,	M1,	M2,	and	M3	are	the	breakdown	parameters;	and	VK,	VGexp,	Δ,	and	γ
are	the	gate-source	voltage	parameters	[7].

In	many	applications,	it	is	necessary	to	take	into	consideration	the	MOSFET	operation
in	 the	 weak-inversion	 region	 when	 the	 gate-source	 voltage	 Vgs	 is	 smaller	 than	 the
threshold	voltage	Vth,	 for	example,	 to	 improve	 the	conversion	gain	of	a	mixer	or	 reduce
the	 intermodulation	 distortion	 of	 a	 Class	 AB	 power	 amplifier	 when	 device	 is	 biased
around	 the	onset	 of	 the	 strong-inversion	 region	 from	 the	weak-inversion	 region	 for	 low
drain	 quiescent	 current.	 The	 drain	 current	 in	 the	 weak-inversion	 region	 is	 mainly
dominated	by	the	diffusion	component	that	increases	exponentially	with	the	gate	voltage
[2].	 On	 the	 other	 hand,	 in	 the	 strong-inversion	 saturation	 region	 when	 the	 gate-source
voltage	is	greater	than	the	threshold	voltage,	the	drain	current	is	proportional	to	the	square
of	(Vgs	–	Vth).

To	obtain	continuous	behavior	from	weak-inversion	region	to	strong-inversion	region
for	 the	 drain	 current	 and	 a	 compromise	 between	 accurate	 device	modeling	 and	 ease	 of
circuit	analysis,	the	following	analytical	function	can	be	used:

where	 A	 and	 B	 are	 the	 approximation	 parameters.	 In	 this	 case,	 the	 drain	 current	 is
effectively	 proportional	 to	 the	 square	 of	 (Vgs	 –	 Vth)	 when	 Vgs	 is	 larger	 than	 Vth	 and



exponentially	 decreases	with	 the	 gate-source	 voltage	when	Vgs	 is	 smaller	 than	Vth.	 The
approximation	parameters	A	and	B	are	defined	from	the	following	conditions:

where	Ith	 is	the	threshold	drain	current,	as	shown	in	Fig.	3.7(a),	and	Sth	 is	a	slope	of	 the
current-voltage	transfer	characteristic	in	the	threshold	point.	Then,





FIGURE	3.7	Drain	current	versus	gate-source	voltage.

Consequently,	the	transfer	characteristic	can	be	defined	in	terms	of	only	two	physical
parameters	 Ith	 and	 Sth,	 which	 are	 easily	 calculated	 from	 the	 device	 measurements.	 By
using	similar	analytical	approach,	the	EKV	MOST	model	has	been	successfully	applied	to
low-voltage	and	low-current	analog	circuit	design	and	simulation,	referring	voltage	Vg,	Vd,
and	Vs	to	the	device	local	substrate	[8].

In	this	case,	the	drain	current	Id	can	be	expressed	as

where	IF(Vg,	Vs)	 is	 the	 forward	 current	 component	 and	 IR(Vg,	Vd)	 is	 the	 reverse	 current
component.	The	current	components	IF	and	IR	are

where	 	is	the	transfer	parameter,	VT	is	the	temperature	voltage	(26	mV	at	300
K),	Vth0	is	the	gate-to-bulk	threshold	voltage	defined	with	zero	channel	inversion	charge,	n
is	the	slope	factor	defined	from	the	device	physics.

The	 function	 to	 describe	 the	 I-V	 curves	 of	 the	HEMT	 devices	was	 used	 to	 link	 the
linear	and	saturation	regions	by	a	suitable	continuous	analytical	dependence	as

where	Idso	 is	 the	exponential	 function	of	Vgs	and	Vds,	 and	 Imax	 is	 the	maximum	channel
current	written	as

where	Ipk	 is	 the	 drain	 current,	which	 corresponds	 to	 the	maximum	 slope	 of	 the	 Ids–Vgs
characteristic,	 as	 shown	 in	 Fig.	3.7(b)	 [9].	 The	 saturation	 voltage	 parameter	 α	 affects	 a
slope	of	the	Ids−Vds	characteristics	in	the	linear	region;	parameter	λ	determines	a	slope	of
the	same	drain	characteristics	in	the	saturation	region.

In	view	of	the	monotonous	behavior	of	Ids−Vds	curves,	the	entire	drain	current-voltage
characteristics	of	a	MOSFET	device	can	be	described	as

where



where	 Isat	 is	 the	 saturated	 drain	 current,	 α	 is	 the	 saturation	 voltage	 parameter	 (which
affects	a	 slope	of	 the	 Ids-Vds	 characteristics	 in	 the	 linear	 region),	λ	 is	 the	parameter	 that
determines	a	slope	of	the	same	drain	characteristics	in	the	saturation	region,	Vth	=	Vth0	−
σVds,	 n	 and	 β	 are	 the	 fitting	 parameters	 that	 determine	 a	 slope	 of	 the	 transfer
characteristics	under	large	values	of	Vgs,	and	σ	is	the	parameter	that	expresses	empirically
the	dependence	of	the	threshold	voltage	on	Vds	[10].	Better	accuracy	can	be	achieved	by
using	Isat	for	Imax	in	Eq.	(3.24)	instead	of	Ipk.

To	verify	the	new	empirical	I-V	model,	a	high-power	LDMOSFET	with	the	gate	width
W	=	4	cm	and	gate	length	L	=	1.1	μm	(LP801	from	Polyfet)	was	used.	The	theoretical	and
experimental	output	Ids(Vds)	curves	are	shown	in	Fig.	3.8.	To	define	a	deviation	between
the	 measured	 and	 modeled	 simulated	 data	 and	 express	 the	 error	 in	 percentage,	 the
following	current	mean-square	relative	error	function	was	chosen:



FIGURE	3.8	Measured	and	modeled	Ids(Vds)	curves	of	high-voltage	LDMOSFET.

where	meas	Idsnm	are	the	measured	drain	current	values,	simIdsnm	are	the	simulated	drain
current	values,	N	is	the	number	of	measured	drain	voltage	bias	points	for	the	appropriate
gate	 bias	 voltage	Vgs,	 and	M	 is	 the	 number	 of	 measured	 gate	 voltage	 bias	 points.	 The
resulting	current	mean-square	error	of	a	 family	of	 the	output	 Ids−Vds	 characteristics	was
0.5%.	The	values	of	the	simulated	model	parameters	are	indicated	in	Table	3.1.



TABLE	3.1	Simulated	I-V	Model	Parameters	of	High-Voltage	LDMOSFET

The	theoretical	approximation	of	Ids(Vds)	curves	is	sufficient	and	accurate	for	a	high-
power	 LDMOSFET	 and	 requires	 only	 six	 fitting	 parameters;	 four	 of	 which	 are	 easily
determined	by	the	experimental	curves.	An	empirical	model	allows	the	description	of	Ids
and	gm	as	a	function	of	Vgs	in	a	weak-inversion	region,	as	well	as	in	the	strong-inversion
region	 of	 the	LDMOSFET	operation.	 Substantially	 better	 fitting	 to	 Ids(Vgs)	 and	gm(Vgs)
experimental	curves	is	achieved	compared	with	the	results	obtained	from	two-dimensional
simulations	as	shown	in	Fig.	3.9	[11].





FIGURE	3.9	Measured	and	modeled	Ids(Vgs)	and	gm(Vgs)	curves	of	high-voltage
LDMOSFET.

To	 verify	 that	 this	 model	 is	 applicable	 to	 low-voltage	 MOSFET	 devices,	 the
appropriate	 low-voltage	RF	power	MOSFET	with	 a	 gate	width	W	 =	 2	mm	was	 chosen
[12].	Figure	3.10	shows	 the	 transistor	 theoretical	and	experimental	drain	current	 Ids(Vds)
curves.	 In	 this	case,	 to	 improve	 the	 sensitivity	of	drain	current	 Ids	under	 large	values	of
Vgs,	the	term	(1	−	βVgs)	was	introduced	to	the	approximation	function	given	in	Eq.	(3.25).
The	 resulting	current	mean-square	error	of	 a	 family	of	 the	output	 Ids−Vds	characteristics
was	0.42%	only.	The	values	of	simulated	Ids−Vds	model	parameters	are	presented	in	Table
3.2.	The	transfer	Ids–Vgs	characteristics	have	been	compared	with	the	same	characteristics
calculated	by	means	of	 the	BSIM3v3	model	developed	for	modeling	of	deep	submicron
device.	 The	 results	 shown	 in	 Fig.	 3.11	 demonstrate	 a	 good	 agreement	 with	 the
experimental	 curves	 and	 practically	 the	 same	 as	 in	 the	 case	 of	 the	 BSIM3v3
approximation.

TABLE	3.2	Simulated	I-V	Model	Parameters	of	Low-Voltage	MOSFET



FIGURE	3.10	Measured	and	modeled	Ids(Vds)	curves	of	low-voltage	MOSFET.



3.1.4	Nonlinear	C-V	Models

FIGURE	3.11	Measured	and	modeled	gm(Vgs)	curves	of	low-voltage	MOSFET.

The	input	capacitance	Cgs	normally	influences	the	intermodulation	distortion	(IMD)	level
especially	 when	 the	 frequency	 increases	 in	 the	 microwave	 region	 [13].	 Generally,	 the
calculation	of	the	gate-source	capacitance	Cgs	or	the	gate-drain	capacitance	Cgd	from	the
charges	 corresponding	 to	 the	 strong-inversion	 model	 only	 results	 in	 a	 mathematically
complicated	 expression	 [2].	 Therefore,	 in	 most	 cases	 when	 it	 is	 necessary	 to	 predict
efficiency,	gain,	or	output	power	of	the	power	amplifier,	the	capacitances	Cgs	and	Cgd	can
be	modeled	as	the	fixed	capacitances	measured	at	the	quiescent	bias	voltage,	and	the	p-n
junction	 diode	 capacitance	model	 can	 be	 applied	 to	 the	 capacitance	Cds	 [11].	 The	 gate-
drain	capacitance	Cgd	 can	also	be	considered	as	 the	bias-dependent	 junction	capacitance
[14].	With	 the	 increase	 in	 the	drain	bias	voltage,	a	depletion	 region	 is	 formed	under	 the



oxide	in	the	lightly	doped	drain	region.	Therefore,	the	capacitance	Cgd	can	be	considered
as	 a	 junction	 capacitance,	which	 strongly	 depends	 on	 the	 drain-source	 bias	 voltage	Vds.
According	to	the	accurate	charge	model	calculations,	the	gate-drain	capacitance	Cgd	has	a
strong	dependence	on	Vgs	only	in	the	moderate-inversion	region	when	Vgs	–	Vth	<	1	V	[2].
In	this	region,	the	behavior	of	Cgd	is	similar	to	Cgs,	and	can	be	evaluated	using	the	same
hyperbolic	 tangent	 functions.	 However,	 for	 high-voltage	 LDMOSFET	 devices,	 because
the	dependence	of	Cgd	on	Vgs	is	quite	small,	it	seems	sufficient	to	limit	the	dependence	to
Vds	 only.	 The	 drain-source	 capacitance	 Cds	 varies	 due	 to	 the	 change	 in	 the	 depletion
region,	which	is	mainly	determined	by	the	value	of	Vds.

The	gate-source	capacitance	Cgs	can	be	described	as	a	function	of	the	gate-source	bias
voltage.	First,	we	consider	an	appropriate	behavior	of	each	of	its	main	composite	part:	the
intrinsic	 gate-source	 capacitance	 Cgsi,	 including	 both	 the	 gate-source	 and	 the	 source-
substrate	 charge	 fluctuations,	 and	 the	 gate-substrate	 capacitance	 Cgbi.	 The	 gate-source
voltage	dependence	of	these	components	is	substantially	different	[2].	The	intrinsic	gate-
substrate	capacitance	Cgbi	 is	constant	 in	 the	accumulation	region	where	it	 is	equal	 to	 the
total	 intrinsic	 oxide	 capacitance	 Cox,	 slightly	 decreases	 in	 the	 weak-inversion	 region,
significantly	 reduces	 in	 the	moderate-inversion	 region,	and	becomes	practically	constant
in	 the	 strong-inversion	 or	 saturation	 region.	 The	 intrinsic	 gate-source	 capacitance	 Cgsi
grows	rapidly	in	the	moderate-inversion	region	and	equals	2Cox/3	in	the	saturation	region.
The	 voltage	 dependence	 of	 the	 total	 gate-source	 capacitance	 Cgs	 as	 a	 sum	 of	 its
components	Cgsi	and	Cgbi	on	Vgs	is	shown	in	Fig.	3.12.



FIGURE	3.12	Gate-source	capacitance	versus	gate-source	voltage.

A	 hyperbolic	 tangent	 function	 can	 be	 used	 for	 each	 of	 two	 parts	 of	 the	 dependence
Cgs(Vgs),	where	the	gate-source	capacitance	can	be	approximated	by



where	Cs=	(Cgsmax−	Cgsmin)/2,	Cgsmax	 is	 the	maximum	gate-source	 capacitance,Cgsmin	 is
the	minimum	gate-source	capacitance,	S	=	 (S1,	S2)	 is	 the	 slope	of	Cgs(Vgs)	 at	 each	bend
point	Vgs	=	(Vs1,	Vs2),	as	shown	in	Fig.	3.12,

The	total	gate-source	capacitance	Cgs	as	a	function	of	Vgs	can	be	described	by

where	Cgsmax	=	Cox	and	Cgso	is	the	model	fitting	parameter	[10].

The	approximation	function	for	the	gate-source	capacitance	Cgs	as	the	dependence	of
Vgs	 can	also	be	expressed	by	using	 the	 two	components,	both	containing	 the	hyperbolic
functions:

where	Cgs1,	Cgs2,	Cgs3,	Cgs4,	Cgs5,	and	Cgs6	are	the	approximation	parameters	[7].

If	we	consider	the	dependence	of	the	gate-source	capacitance	Cgs	on	Vds	for	submicron
MOSFET	devices	when	Cgs	slightly	increases	with	the	increase	in	Vds,	the	approximation
expression	for	Cgs	as	a	function	of	both	Vgs	and	Vds	can	be	written	as

where	Cgs0	 is	 the	 bias-dependent	 capacitance;	 Vth	 is	 the	 threshold	 voltage;	Cgs1	 is	 the
scaling	factor;	and	As,	Bs,	Cs,	Ds,	Es,	Fs,	and	Gs	are	the	model	fitting	parameters	[15].

On	the	other	hand,	for	high-voltage	MOSFET	devices,	 the	dependencies	of	 the	gate-
drain	capacitance	Cgd	and	drain-source	capacitance	Cds	on	Vds	can	be	accurately	evaluated
by	the	junction	capacitance	model	as

where	m	 (m1	 for	Cgd	 or	m2	 for	Cds)	 is	 the	 junction	 sensitivity	 depending	 on	 a	 doping
profile	(m	=	1/3	for	the	linearly	graded	junction,	m	=	1/2	for	the	abrupt	junction,	and	m	>
1/2	 for	 the	 hyperabrupt	 junction),	ϕ	 is	 the	 contact	 potential,	 and	Cgdo	 and	Cdso	 are	 the
junction	 capacitances	when	Vds	 =	Vdso.	 For	 practical	 profiles	 of	 the	 junction,	which	 are
neither	exactly	abrupt	nor	exactly	linearly	graded,	one	often	chooses	the	parameters	m	and



φ	to	obtain	the	best	matching	between	the	theoretical	model	and	the	measurements.

The	results	of	the	approximation	of	Cds	and	Cgd	as	the	junction	capacitances	for	high-
power	LDMOSFET	(LP801	from	Polyfet)	are	shown	in	Figs.	3.13	and	3.14,	respectively.
The	 fitting	 parameters	 of	 the	 approximation	 curves	Cgd(Vds)	 and	Cds(Vds)	 are	 given	 in
Table	3.3.

FIGURE	3.13	Measured	and	modeled	Cds(Vds)	dependencies	of	high-voltage	LDMOSFET.



FIGURE	3.14	Simulated	Cgd(Vds)	junction	model	parameters.

TABLE	3.3	Simulated	C-V	Junction	Model	Parameters

The	 resulting	 drain-source	 capacitance	 average	 normalized	 difference	 error	 is	 only
4.3%	according	to

where	 measCdsn	 are	 the	 measured	 capacitance	 values,	 simCdsn	 are	 the	 simulated



capacitance	values,	and	N	is	the	number	of	measured	voltage	bias	points.

For	submicron	MOSFET	devices,	to	take	into	account	the	dependence	of	Cgd	both	on
Vgs	and	Vds,	the	approximation	expression	for	the	Cgd	is	written	as

where	Cgd0	 is	 the	 bias-dependent	 capacitance,	Vth	 is	 the	 threshold	 voltage,	Cgd1	 is	 the
scaling	factor,	whereas	Ad,	Bd,	Cd,	and	Dd	are	the	model	fitting	parameters	[15].

3.1.5	Charge	Conservation
To	describe	the	small-	and	large-signal	device	models,	it	is	necessary	to	satisfy	the	charge
conservation	condition.	For	a	three-terminal	MOSFET	device,	the	matrix	equation	for	the
small-signal	charging	circuit	in	frequency	domain	is	given	by

where	Ig,	 Id,	 and	 Is	 are	 the	 terminal	 current	 amplitudes;	Vg,	Vd,	 and	Vs	 are	 the	 terminal
voltage	 amplitudes;	 and	 the	 capacitance	 between	 any	 two	 device	 terminals	 (k,	 l)	 is
described	 as	Ckl	 =	 ∂Qk/∂Vl	 [11].	 To	 transform	 a	 three-terminal	 device	 into	 a	 two-port
network	with	a	common	source	terminal,	the	current	and	voltage	terminal	conditions	of	Ig
=	 Igs,	 Id	=	Ids,	 Is	=	−	 (Igs	+	 Ids),	Vg	 −	Vs	 =	Vgs,	 and	Vd	 −	Vs	 =	Vds	 should	be	 taken	 into
account.	 In	 addition,	 the	 following	 relationships	 between	 the	 terminal	 capacitances	 for
three-terminal	devices	are	valid:

The	admittance	Yc-matrix	for	such	a	capacitive	two-port	network	is

where	Cm	=	Cdg	−	Cgd	is	the	transcapacitance,	Cgd	represents	the	effect	of	the	drain	on	the
gate,	and	Cdg	represents	the	effect	of	the	gate	on	the	drain,	and	these	effects	are	different
[2,	16].	Similarly	to	the	I-V	characteristics,	there	is	no	reason	to	expect	that	the	effect	of
the	drain	voltage	on	 the	gate	 current,	which	 is	 zero	assuming	no	 leakage	current,	 is	 the
same	as	the	effect	of	the	gate	voltage	on	the	drain	current,	which	is	significantly	large.

Therefore,	 for	 power	 MOSFET	 devices,	 because	 the	 transcapacitance	 Cm	 is
substantially	less	than	Cgs,	it	can	be	translated	to	an	additional	delay	time	τc	in	a	frequency
range	up	to	fT	by	its	combining	with	the	transconductance	gm	according	to



where	τc	=	Cm/(ωTCgs).	To	satisfy	the	charge	conservation	condition,	the	total	delay	time	τ
shown	in	the	MOSFET	equivalent	circuit	in	Fig.	3.3	represents	both	the	ideal	transit	time
and	delay	time	due	to	the	transcapacitance.	The	transcapacitance	Cm	can	be	easily	added
to	the	drain-source	capacitance	Cds	under	parameter	extraction	procedure.

3.1.6	Gate-Source	Resistance
The	 gate-source	 resistance	 Rgs	 is	 determined	 by	 the	 effect	 of	 the	 channel	 inertia	 in
responding	to	rapid	changes	of	the	time	varying	gate-source	voltage,	and	it	varies	in	such
a	manner	 that	 the	 charging	 time	 τg	 =	RgsCgs	 remains	 approximately	 constant.	 Thus,	 the
increase	of	Rgs	in	the	velocity	saturation	region	(when	the	channel	conductivity	decreases)
is	 partially	 compensated	 by	 the	 decrease	 of	 Cgs	 due	 to	 nonuniform	 channel	 charge
distribution	[17].	The	effect	of	Rgs	becomes	significant	at	higher	frequencies	close	to	the
transition	frequency	fT	of	the	MOSFET	and	may	not	be	taken	into	account	when	designing
RF	 circuits	 operating	 below	 2	 GHz	 [12,	 18].	 For	 example,	 for	 the	 MOSFET	 with	 the
depletion	 region	 doping	 concentration	 value	NA	 =	 1700	 μm−3,	 the	 phase	 of	 the	 small-
signal	transconductance	gm	near	fT	reaches	the	value	only	of	−15°	[2].

3.1.7	Temperature	Dependence
Silicon	 MOSFET	 devices	 are	 very	 sensitive	 to	 the	 operation	 temperature	 T	 and	 their
characteristics	 are	 strongly	 temperature	dependent	 [2].	The	main	parameters	 responsible
for	this	are	the	effective	carrier	mobility	μ	and	the	threshold	voltage	Vth,	 resulting	 in	 the
increase	in	the	drain	current	through	Vth(T)	and	the	decrease	in	the	drain	current	through
μ(T)	with	temperature.	Increasing	temperature	decreases	the	slope	of	the	Ids(Vgs)	curves.	A
certain	 value	 of	 Vgs	 can	 be	 found,	 at	 which	 the	 drain	 current	 becomes	 practically
temperature-independent	 over	 a	 large	 temperature	 range.	 The	 variation	 of	 Vth	 with
temperature	in	a	wide	range	from	–50°	to	+200°C	represents	a	nonlinear	function,	which
is	slowly	decreased	with	temperature	and	can	be	approximated	by

where	ΔT	=	T	−	Tnom,	Tnom	=	300	K	(27°C),	and	VT1	and	VT2	are	the	linear	and	quadratic
temperature	coefficients	for	threshold	voltage	[11].

The	 variation	 of	 μ	 with	 temperature	 can	 be	 taken	 into	 account	 by	 introducing	 the
appropriate	 temperature	 variation	 of	 Isat	 in	 Eq.	 (3.25).	 The	 temperature	 variation	 of	 Isat
represents	an	almost	straight	line,	which	decreases	with	temperature	[11].	The	temperature
dependence	Isat(T)	can	be	approximated	by	the	linear	function	as



where	IT	is	the	linear	temperature	coefficient	for	the	saturation	current.

The	temperature	dependencies	of	the	MOSFET	capacitances	and	series	resistances	can
be	described	by	the	following	linear	equations:

where	C	 =	 (Cgs,	Cds,	Cgd),	R	 =	 (Rg,	Rs,	Rd),	 and	RT	 and	CT	 are	 the	 linear	 temperature
coefficients	for	the	capacitances	and	resistances,	respectively	[1,	19].

Figure	 3.15	 shows	 the	 modeled	 temperature	 dependencies	 of	 Vth(T)	 and	 gm(T)	 for
high-power	LDMOSFET	LP801.	The	results	obtained	by	using	the	simple	approximation
Eqs.	(3.39)	and	(3.40)	with	 the	values	VT1	=	−2	mV/°C,	VT2	=	−8.55	μV/(°C)2	and	IT	=
−4.5	 mA/°C	 show	 a	 good	 prediction	 of	 the	 I−V	 characteristics	 in	 a	 wide	 temperature
range.



FIGURE	3.15	Modeled	temperature	dependencies	of	Vth	and	gm.

At	high	value	of	Vgs	and	Vds	under	dc	measurement,	the	slope	of	Ids-Vds	curves	can	be
negative	that	occurs	due	to	the	self-heating	effect	in	a	highly	dissipated	power	region.	For
the	 drain	 current	 model	 given	 by	 Eq.	 (3.15),	 this	 effect	 can	 be	 taken	 into	 account	 by
adding	a	linear	component	describing	the	temperature	dependence	as



where	 ΔTj	 =	 RthPdis	 +	 ΔT,	 Rth(°C/W)	 is	 the	 thermal	 resistance,	 Pdis	 is	 the	 dc	 power
consumption	 in	 watts	 caused	 by	 dc	 biasing,	 and	 βT	 and	 γT	 are	 the	 linear	 temperature
coefficients	with	negative	values,	respectively	[6].

Another	 way	 of	 taking	 into	 account	 the	 effect	 of	 the	 negative	 conductance	 at	 high
biasing	is	to	write	the	nonlinear	Ids-Vds	model	as	follows:

where	the	drain	current	source	Ids(T)	is	given	by	Eq.	(3.25),	 	pT	is	the
self-heating	temperature	coefficient,	Vds	is	the	drain-source	supply	voltage,	τth	=	Rth	Cth	is
the	thermal	time	constant,	Rth	is	the	thermal	resistance,	Cth	is	the	thermal	capacitance,	and
Tj	 is	 the	 function	of	 ambient	 temperature	T	 and	pT.	A	 thermal	 equivalent	 circuit	 can	be
added	 to	 the	 large-signal	MOSFET	model	 as	 a	 parallel	Rth	Cth	 circuit	 [7].	 The	 thermal
resistance	 Rth	 can	 be	 extracted	 from	 the	 temperature	 measurement	 of	 the	 dc
characteristics.	Because	the	slope	of	the	dc	measured	Ids(Vds)	curves	changes	its	sign	from
positive	to	negative,	the	temperature	coefficient	pT	can	be	evaluated	under	the	condition	of

As	a	result,

where	 Ids(Vds)	 curves	 are	 determined	 by	 measurement	 of	 the	 pulsed	 Ids(Vds)	 curves	 at
ambient	temperature	T,	and	the	value	of	Ids(T)	is	fixed	the	same	as	for	zero	slope	of	Ids(T,
pT).

The	 thermal	 time	 constant	 τth	 can	 be	 extracted	 by	 comparing	 pulsed	 Ids(Vds)	 curves
calculated	under	different	pulse	widths	and	duty	factors.	A	plot	of	Ids	as	a	function	of	pulse
width	 under	 the	 fixed	 gate-source	 and	 drain-source	 bias	 voltages	 gives	 an	 appropriate
value	of	τth.

Figure	 3.16	 shows	 the	 comparison	 between	 the	 measured	 (dc	 measurement)	 and
modeled	Ids(Vds)	curves	for	a	12.5-V	LDMOSFET	cell	with	the	gate	geometry	of	L	=	1.25
μm	and	W	 =	 1.44	mm.	The	 effect	 of	 self-heating	 for	 the	model	 parameters	pT	 =	 0.035
1/AV,	α	=	0.2	1/V,	β	=	σ	=	0,	Sth	=	37	mA/V,	Ith	=	1.5	mA,	Vth	=	2.25	V,	Isat	=	0.48	A,	n	=
1,	and	λ	=	0.0005	1/V	is	described	by	Eq.	(3.45).





FIGURE	3.16	Measured	and	modeled	Ids(Vds)	curves	of	low-voltage	LDMOSFET.

3.2	MESFETs	and	HEMTs

3.2.1	Small-Signal	Equivalent	Circuit
Adequate	representation	for	MESFETs	and	HEMTs	in	a	frequency	range	up	to	at	least	25
GHz	can	be	provided	using	a	nonlinear	small-signal	model	shown	in	Fig.	3.17(a),	which	is
very	 similar	 to	 a	 nonlinear	 MOSFET	 small-signal	 model	 [20–22].	 Here,	 the	 extrinsic
elements	Rg,	Lg,	Rd,	Ld,	Rs,	and	Ls	are	the	bulk	and	ohmic	resistances	and	lead	inductances
associated	with	the	gate,	drain,	and	source,	whereas	Cgp	and	Cdp	are	the	gate	and	source
pad	 capacitances,	 respectively.	 The	 capacitance	 Cdsd	 and	 resistance	 Rdsd	 model	 the
dispersion	 of	 the	 MESFET	 or	 HEMT	 voltage-ampere	 (I-V)	 characteristics	 due	 to	 the
trapping	 effect	 in	 the	 device	 channel,	 which	 leads	 to	 discrepancies	 between	 dc
measurement	and	S-parameter	measurement	at	high	frequencies	[23,	24].





FIGURE	3.17	Nonlinear	MESFET	and	HEMT	model	with	HEMT	physical	structures.

The	 intrinsic	 model	 is	 described	 by	 the	 channel	 charging	 resistance	 Rgs,	 which
represents	the	resistive	path	for	charging	of	the	gate-source	capacitance	Cgs,	the	feedback
gate-drain	 capacitance	 Cgd,	 the	 output	 differential	 resistance	 Rds,	 the	 drain-source
capacitance	Cds,	and	the	transconductance	gm.	The	gate-source	capacitance	Cgs	and	gate-
drain	capacitance	Cgd	represent	the	charge	depletion	region	and	are	nonlinear	functions	of
the	 gate-source	 and	 drain-source	 voltages.	 For	 negative	 gate-source	 voltage	 and	 small
drain-source	voltage,	 these	capacitances	are	practically	equal.	However,	when	 the	drain-
source	voltage	is	increased	beyond	the	current	saturation	point,	the	gate-drain	capacitance
Cgd	is	much	more	heavily	back-biased	than	the	gate-source	capacitance	Cgs.	Therefore,	the
gate-source	 capacitance	Cgs	 is	 significantly	 more	 important	 and	 usually	 dominates	 the
input	 impedance	 of	 the	 MESFET	 or	 HEMT	 device.	 The	 influence	 of	 the	 drain-source
capacitance	Cds	on	the	device	behavior	 is	 insignificant	and	its	value	is	bias	 independent.
To	model	the	transit	time	of	electrons	along	the	channel,	the	transconductance	gm	usually
includes	the	time	constant	τ.

Figure	3.17(b)	shows	 the	cross-section	of	a	physical	structure	of	an	InGaAs/AlGaAs
HEMT	device,	where	an	undoped	InGaAs	n-epilayer	is	used	as	a	channel	and	two	heavily
n-doped	AlGaAs	layers	with	a	high	energetic	barrier	for	holes	are	necessary	to	maximize
high	 electron	mobility	 in	 the	 channel.	 In	 this	 case,	 spacing	 between	AlGaAs	 layer	 and
InGaAs	 channel	 is	 optimized	 to	 achieve	 high	 breakdown	 voltage.	 An	 example	 of	 the
physical	 structure	 of	 a	 AlGaN/GaN	 HEMT	 device	 is	 shown	 in	 Fig.	 3.17(c),	 where	 an
undoped	AlGaN	n-epilayer	 is	 used	 as	 a	 channel,	n-type	 doped	GaN	 layer	 can	 suppress
dispersion	 in	 the	 device	 current-voltage	 characteristics,	 and	 SiN	 passivation	 layer	 with
optimized	 parameters	 contributes	 to	 lower-trap	 device	 structure	 [25].	 Thermal
conductivity	of	a	GaN	HEMT	device	is	improved	by	using	a	SiC	substrate.	Note	that	the
GaN-based	 technology	can	provide	wider	bandwidth	and	higher	efficiency	of	 the	power
amplifier	 due	 to	 high	 charge	 density	 and	 ability	 to	 operate	 at	 higher	 voltages	 for	 GaN
HEMT	 devices,	 which	 are	 characterized	 by	 lower	 output	 capacitance	 and	 on-resistance
[26–28].	 Typical	 GaN	 HEMT	 MMIC	 process	 also	 includes	 the	 MIM	 capacitors,	 SiC
substrate	 vias,	 and	 the	 thin-film	 and	 bulk	 resistors	 [29].	 A	 0.4-μm	 gate-length	 28-V
process	provides	4.5	W/mm	of	gate	periphery	for	circuits	between	dc	and	8	GHz,	whereas
a	 0.25-μm	 gate-length	 40-V	 process	 provides	 7	 W/mm	 of	 gate	 periphery	 for	 circuits
between	dc	and	18	GHz.

Figure	 3.18	 shows	 the	 enhanced	 nonlinear	 equivalent	 circuit	 of	 a	 high-power	 GaN
HEMT	 device,	where	 the	 delay	 network	 (Cdel1,	Cdel2,	 and	Rdel)	 is	 used	 to	 describe	 the
high-frequency	delay	 effects,	 the	 source	 spreading	 resistance	 (Rs1	 and	Rs2)	 are	 added	 to
describe	 influence	 of	 the	 device	 channel	 to	 the	 increase	 in	 magnitude	 of	 S21	 with
frequency,	 and	 the	 electrothermal	 elements	 Rtherm	 and	 Ctherm	 are	 inserted	 to	 estimate
channel	temperature	rise	due	to	power	dissipation	[30].



FIGURE	3.18	Nonlinear	GaN	HEMT	model	with	electrothermal	elements.

To	describe	accurately	the	small-signal	and	large-signal	device	models,	it	is	necessary
to	 satisfy	 charge	 conservation	 condition.	 The	 models	 for	 the	 device	 gate-source
capacitance	Cgs	and	gate-drain	capacitance	Cgd	should	be	derived	from	the	charge	model.
There	are	commonly	four	partial	derivatives	of	the	two	device	terminal	charges,	the	gate
charge	 Qg	 and	 the	 drain	 charge	 Qd	 with	 regard	 to	 Vgs	 and	 Vds,	 which	 appropriately
represent	 totally	four	capacitances,	as	shown	in	Fig.	3.19(a)	 [23].	However,	 the	 intrinsic
small-signal	equivalent	circuit	contains	only	two	capacitances.	Consequently,	in	this	case,
they	can	be	defined	as





FIGURE	3.19	Capacitance	equivalent	circuits	consistent	with	charge	conservation.

The	admittance	Yc-matrix	for	such	a	capacitive	two-port	network	is	written	as

where	Cm	is	an	additional	transcapacitance,	which	is	determined	by

By	 adding	 the	 transcapacitance	 Cm,	 the	 capacitance	 equivalent	 circuit	 becomes
consistent	with	 the	charge	conservation	condition,	 as	 shown	 in	Fig.	3.19(b).	Given	 that,
for	the	MESFET	devices,	the	transcapacitance	Cm	is	substantially	less	than	the	gate-source
capacitance	Cgs	 in	a	frequency	range	where	ω	≤	ωT,	 it	can	be	translated	to	an	additional
delay	time	τc	by	its	combining	with	the	small-signal	transconductance	gm	according	to	gm
−	jωCm	≈	gmexp(−jωτc),	where	τc	=	Cm/(ωTCgs).

3.2.2	Determination	of	Equivalent	Circuit	Elements
To	 characterize	 the	 device	 electrical	 properties,	 first	 we	 consider	 the	 admittance	 Y-
parameters	derived	from	the	intrinsic	small-signal	equivalent	circuit	as

By	dividing	these	equations	into	their	real	and	imaginary	parts,	the	parameters	of	the
device	small-signal	equivalent	circuit	can	be	determined	as	follows	[31]:



Equations	(3.55)	 through	 (3.61)	 are	 valid	 for	 the	 entire	 frequency	 range	 and	 for	 the
drain	voltages	of	Vds	 >	 0.	 If	we	 assume	 that	 all	 extrinsic	 parasitic	 elements	 are	 already
known,	 the	 only	 remaining	 problem	 is	 to	 determine	 the	 admittance	Y-parameters	 of	 the
intrinsic	two-port	network	from	experimental	data.	Consecutive	stages	shown	in	Fig.	3.20
can	represent	such	a	determination	procedure	in	a	following	sequence	[32]:

•			Measurement	of	the	S-parameters	of	the	extrinsic	device.

•			Transformation	of	the	S-parameters	to	the	impedance	Z-parameters	with
subtraction	of	the	series	inductances	Lg	and	Ld.

•			Transformation	of	the	impedance	Z-parameters	to	the	admittance	Y-
parameters	with	subtraction	of	the	parallel	capacitances	Cgp	and	Cdp.

•			Transformation	of	the	admittance	Y-parameters	to	the	impedance	Z-
parameters	with	subtraction	of	the	series	resistances	Rg,	Rs,	Rd,	and	inductance	Ls.

•			Transformation	of	the	impedance	Z-parameters	to	the	admittance	Y-
parameters	of	the	intrinsic	device	two-port	network.





FIGURE	3.20	Method	for	extracting	device	intrinsic	Z-parameters.

The	device	extrinsic	parasitic	elements	can	be	directly	determined	from	measurements
performed	 at	Vds	 =	 0.	 Figure	3.21	 shows	 the	 distributed	RC	 channel	 network	 under	 the
device	gate	 for	zero	drain	bias	condition,	where	ΔCg	 is	 the	distributed	gate	capacitance,
ΔRdiode	 is	 the	 distributed	 Schottky	 diode	 resistance,	 and	 ΔRc	 is	 the	 distributed	 channel
resistance.	For	any	gate	bias	voltages,	by	 taking	 into	account	 the	negligible	 influence	of
Cgp	and	Cdp,	the	extrinsic	impedance	Z-parameters	are

FIGURE	3.21	Distributed	RC	channel	network	schematic	under	device	gate.

where	Rc	is	the	total	channel	resistance	under	the	gate,	nkT/qIg	is	the	differential	resistance
of	the	Schottky	diode,	n	is	the	ideality	factor,	k	is	the	Boltzmann	constant,	T	is	the	Kelvin
temperature,	q	 is	 the	 electron	 charge,	 and	 Ig	 is	 the	 dc	 gate	 current.	 As	 a	 result,	 if	 the
parasitic	 inductance	 Ls	 can	 be	 determined	 directly	 from	 measured	 ImZ12,	 the	 parasitic
inductances	Lg	and	Ld	are	calculated	from	measured	ImZ11	and	ImZ22,	 respectively.	The
resistance	 Rc	 is	 the	 channel	 technological	 parameter,	 which	 is	 usually	 known.	 The
measured	real	parts	of	Z-parameters	yield	the	values	of	Rs,	Rg,	and	Rd.

At	zero	drain	bias	and	for	 the	gate	voltages	 lower	 than	 the	pinch-off	voltage	Vp,	 the
small-signal	equivalent	circuit	can	be	simplified	to	the	one	shown	in	Fig.	3.22.	Here,	the
capacitance	Cb	 represents	 the	fringing	capacitance	due	 to	 the	depleted	 layer	extension	at
each	 side	 of	 the	 gate.	 For	 low-frequency	measurements	 usually	 up	 to	 a	 few	 gigahertz,
when	 the	extrinsic	parasitic	 resistances	and	 inductances	have	no	 influence	on	 the	device
behavior,	the	imaginary	parts	of	the	Y-parameters	can	be	written	as



FIGURE	3.22	Small-signal	MESFET	circuit	at	zero	drain	bias	voltage.

3.2.3	Curtice	Quadratic	Nonlinear	Model
One	of	 the	first	simple	nonlinear	 intrinsic	 large-signal	models	for	a	MESFET	device	for
use	 in	 the	design	of	GaAs	 integrated	circuits	 is	shown	in	Fig.	3.23	[33].	 It	 consists	of	a
voltage-controlled	 source	 Ids(Vgs,	 Vds),	 the	 gate-source	 capacitance	 Cgs(Vgs),	 and	 a
clamping	diode	between	gate	and	source.	The	gate-drain	capacitance	Cgd	is	assumed	to	be
constant.



FIGURE	3.23	Curtice	quadratic	nonlinear	intrinsic	model.

An	analytical	function	proposed	to	describe	the	nonlinear	current	source	behavior	is

where	β	 is	 the	 transconductance	parameter	determined	from	experimental	data,	Vp	 is	 the
pinch-off	 voltage,	 and	 λ	 is	 the	 slope	 of	 the	 drain	 characteristic	 in	 the	 saturated	 region.
Because	of	the	finite	value	of	maximum	charge	velocity	of	about	107	cm/s	during	transient
operation,	change	in	the	gate	voltage	does	not	cause	an	instantaneous	change	in	the	drain
current.	For	example,	it	takes	the	order	of	10	ps	to	change	the	drain	current	after	the	gate
voltage	 is	 changed	 in	 a	 1-μm	 gate-length	 MESFET.	 Consequently,	 the	 most	 important
result	 of	 this	 effect	 is	 a	 time	 delay	 between	 gate-source	 voltage	 and	 drain	 current.
Therefore,	the	current	source	given	by	Eq.	(3.68)	as	Ids[Vgs(t),	Vds(t)]	should	be	altered	to
be	Ids[Vgs(t	−	τ),	Vds(t)],	where	τ	is	equal	to	the	transit	time	under	the	gate.

The	time	delay	effect	is	not	easily	added	to	most	circuit	analysis	program.	Therefore,	a
simple	and	sufficiently	accurate	way	to	solve	this	problem	is	to	assume	the	current	source
to	be	of	the	form

where	the	second	term	is	considered	the	first	term	of	the	Taylor	series	expansion	of	Ids(t	−
τ)	in	time	when	for	small	τ	the	error	is	quite	small,

The	gate-source	capacitance	Cgs	and	gate-drain	capacitance	Cgd	can	be	treated	as	 the
voltage-dependent	Schottky-barrier	diode	capacitances.	For	 the	negative	gate-source	and
small	drain-source	voltages,	these	capacitances	are	practically	equal.	However,	when	the
drain-source	 voltage	 is	 increased	 beyond	 the	 current	 saturation	 point,	 the	 gate-drain



capacitance	Cgd	 is	much	more	heavily	back-biased	 than	 the	gate-source	capacitance	Cgs.
Therefore,	 the	 gate-source	 capacitance	Cgs	 is	 significantly	 more	 important	 and	 usually
dominates	 the	 input	 impedance	 of	 the	 MESFET	 device.	 In	 this	 case,	 an	 analytical
expression	to	approximate	the	gate-source	capacitance	Cgs	is

where	Cgs0	is	the	gate-source	capacitance	for	Vgs	=	0	and	Vgsi	is	the	built-in	gate	voltage.
When	Vgs	approaches	Vgsi,	the	denominator	in	Eq.	(3.71)	must	not	be	allowed	to	approach
zero	 because	 Cgs	 will	 continue	 to	 increase	 as	 the	 depletion	 width	 reduces,	 so	 that	 a
forward	bias	condition	occurs	and	the	diffusion	gate-source	capacitance	becomes	of	great
importance.	 The	 built-in	 voltage	 Vgsi	 should	 be	 equal	 to	 the	 built-in	 voltage	 of	 the
Schottky-barrier	junction	plus	some	part	of	the	voltage	drop	along	the	channel	under	the
gate.

3.2.4	Materka-Kacprzak	Nonlinear	Model
The	 large-signal	MESFET	model	 for	 computer	 calculation	 of	GaAs	MESFET	 amplifier
characteristics	with	similar	equivalent	circuit	is	shown	in	Fig.	3.24,	where	the	gate-source
diode	 is	 connected	 in	 parallel	 to	 the	 gate-source	 capacitance	 Cgs	 [34,	 35].	 The	 main
nonlinear	 elements	 include	 the	 equivalent	 gate-source	 capacitance	 Cgs,	 the	 diode	 in
parallel	to	Cgs,	which	represents	the	current	in	the	gate-channel	junction,	the	drain	current
source	 Ids,	and	 the	gate-drain	current	source	 Igd,	which	 represents	 the	effect	of	 the	gate-
drain	breakdown.	The	remaining	parameters	of	this	model	are	assumed	to	be	linear.



FIGURE	3.24	Materka-Kacprzak	nonlinear	intrinsic	model.

The	voltage-controlled	drain	current	source	Ids	(Vgs,	Vds)	is	given	by

where	Vp	=	Vp0	+	γVds	is	the	variable	pinch-off	voltage,	Idss	is	the	saturation	drain	current
for	Vgs	=	0,	α	 is	 the	 saturation	voltage	parameter,	γ	 is	 the	voltage	 slop	parameter	of	 the
pinch-off	voltage,	Vp0	 is	 the	pinch-off	voltage	for	Vds	=	0.	To	take	into	account	the	time
delay	between	the	drain	current	Ids	and	the	gate	voltage	Vgs,	it	is	necessary	to	calculate	the
instantaneous	drain	current	 Ids(t)	 from	Eq.	 (3.72)	with	Vgs	 =	Vgs(t	 −	 τ)	 and	Vds	 =	Vds(t),
where	τ	is	the	model	parameter.

The	nonlinear	gate-source	capacitance	Cgs	can	be	described	for	Vgs	<	0.8Vgsi	using	Eq.
(3.71)	 as	 a	 Schottky-barrier	 capacitance.	 For	 Vgs	 ≥	 0.8Vgsi,	Cgs	 is	 approximated	 by	 a
straight	 line	with	the	slope	equal	 to	the	derivative	dCgs/dVgs	obtained	from	Eq.	 (3.71)	at
Vgs	=	0.8Vgsi.

The	current	of	the	gate-source	diode	Igs	and	gate-drain	current	Igd	can	be	obtained	by



where	Igss,	Igdsr,	αs,	and	αsr	are	 the	model	parameters.	 It	should	be	noted	 that	 the	current
source	 Igd	 does	 not	 represent	 any	 forward	 biased	 p-n	 or	 Schottky-barrier	 junction
connected	 between	 the	 gate	 and	 drain	 terminals	 and	 only	 approximates	 the	 breakdown
current.	Therefore,	 the	breakdown	current	obtained	by	Eq.	 (3.74)	 is	negligibly	small	but
can	be	increased	considerably	at	large	values	of	the	gate-drain	voltages.

3.2.5	Chalmers	(Angelov)	Nonlinear	Model
A	 simple	 and	 accurate	 large-signal	 model	 for	 different	 submicron	 gate-length	 HEMT
devices	 and	 commercially	 available	MESFETs,	which	 is	 capable	 of	modeling	 the	 drain
current-voltage	characteristics	and	its	derivatives,	as	well	as	the	gate-source	and	gate-drain
capacitances,	 is	shown	in	Fig.	3.25	[36,	37].	This	model	can	be	used	not	only	for	 large-
signal	 analysis	 of	 the	 power	 amplifier	 but	 also	 for	 predicting	 the	 performance	 of
multipliers	and	mixers	including	intermodulation	simulation.

FIGURE	3.25	Angelov	nonlinear	intrinsic	model.

The	drain	current	source	is	described	by	using	the	hyperbolic	functions	as

where	Ipk	is	the	drain	current	at	maximum	transconductance	with	the	contribution	from	the
output	conductance	subtracted,	λ	is	the	channel	length	modulation	parameter,	and	α	=	α0	+



α1tanhψ	is	the	saturation	voltage	parameter,	where	α0	is	the	saturation	voltage	parameter	at
pinch-off	and	α	=	α0	+	α1	tanh	Ψ	is	the	saturation	voltage	parameter	at	Vgs	>	0.

The	parameter	ψ	is	a	power	series	function	centered	at	Vpk	with	the	bias	voltage	Vgs	as
a	variable,

where	Vpk	is	the	gate	voltage	for	maximum	transconductance	gmpk.	The	model	parameters
as	 a	 first	 approximation	 can	 be	 easily	 obtained	 from	 the	 experimental	 Ids(Vgs,	 Vds)
dependencies	at	a	saturated	channel	condition	when	all	higher	terms	in	ψ	are	assumed	to
be	zero,	and	λ	is	the	slope	of	the	Ids(Vds)	curves.

The	 intrinsic	 maximum	 transconductance	 gmpk	 is	 calculated	 from	 the	 measured
maximum	 transconductance	 gmpkm,	 by	 taking	 into	 account	 feedback	 effect	 due	 to	 the
source	resistance	Rs,	as

To	 evaluate	 the	 gate	 voltage	 Vpk	 and	 parameter	 P1,	 it	 is	 necessary	 to	 define	 the
derivatives	 of	 the	 drain	 current.	 If	 higher	 order	 terms	 of	 ψ	 are	 neglected,	 the
transconductance	gm	becomes	equal	to

The	gate	voltage	Vpk	that	depends	on	the	drain	voltage	can	be	extracted	by	finding	the
gate	voltages	for	maximum	transconductance,	at	which	the	second	derivative	of	the	drain
current	is	equal	to	zero.	In	this	case,	it	is	advisable	to	use	the	simplified	expression

where	Vpk0	is	measured	at	Vds	closely	to	zero	and	Vpks	is	measured	at	Vds	in	the	saturation
region.

A	good	fitting	of	P1	and	good	results	in	harmonic	balance	simulations	can	be	obtained
using

where	P10	=	gm0/Ipk0	at	Vds	 close	 to	zero	and	B	 is	 the	 fitting	parameter	 (B	≈	1.5α).	The
parameter	P2	makes	the	derivative	of	the	drain	current	asymmetric,	whereas	the	parameter
P3	 changes	 the	drain	current	values	at	voltages	Vgs	 close	 to	pinch-off	voltage	Vp.	 Three
terms	in	Eq.	(3.76)	are	usually	enough	to	describe	the	behavior	of	the	different	MESFET
or	HEMT	devices	with	 acceptable	 accuracy.	 For	 example,	 it	 can	 be	 used	 to	 predict	 the
large-signal	behavior	of	the	pHEMT	devices	using	in	high-power,	high-efficiency	60-GHz
MMICs	[38].	By	using	 three	additional	 terms	of	a	gate	power-series	 function,	 the	better
accuracy	can	be	achieved	in	large-signal	modeling	of	AlGaN/GaN	HEMT	devices	on	SiC



substrate	[39].	This	model	can	also	be	improved	by	incorporating	two	additional	analytical
expressions	 to	model	 the	 device	 behavior	 in	 a	 saturation	 region,	 which	 is	 important	 to
design	high-efficiency	switchmode	power	amplifiers,	 for	example,	 in	an	 inverse	Class-F
mode	[40].

The	same	hyperbolic	functions	can	be	used	to	model	the	intrinsic	device	capacitances.
When	 5	 to	 10%	 accuracy	 is	 sufficient,	 the	 gate-source	 capacitance	Cgs	 and	 gate-drain
capacitance	Cgd	can	be	described	by

where	 the	 product	P1ccVgsVds	 reflects	 the	 cross-coupling	 of	Vgs	 and	Vds	 on	Cgd	 and	 the
coefficients	P1gsg,	P1gsd,	P1gdg,	and	P1gdd	 are	 the	 fitting	parameters.	These	dependences,
unlike	the	commonly	diode-like	models,	are	suitable	for	HEMT	devices	with	an	undoped
AlGaAs	spacer-layer	in	view	of	the	saturation	effect	of	the	gate-source	capacitance	Cgs	for
increasing	Vgs.	This	is	due	to	the	absence	of	parasitic	MESFET	channel	formation	in	the
undoped	AlGaAs	 layer,	 found	 in	HEMTs	with	 a	doped	AlGaAs	 layer.	The	 approximate
behavior	 of	 normalized	 gate-source	 capacitance	 Cgs/Cgs0	 (curve	 1)	 and	 gate-drain
capacitance	Cgd/Cgd0	(curve	2)	as	functions	of	Vds	for	zero	gate-source	voltage	is	shown	in
Fig.	3.26,	where	Cgs0	and	Cgd0	are	the	gate-source	and	gate-drain	capacitances	at	Vds	=	0,
respectively.	The	character	of	 the	curves	 is	 the	 same	 for	both	positive	and	negative	Vgs,
except	that	the	capacitance	range	decreases	for	the	same	range	of	Vds	with	the	decrease	in
Vgs.



FIGURE	3.26	Gate-source	and	gate-drain	capacitances	versus	drain-source	voltage.

The	drain-source	dispersive	resistance	Rdsd	as	a	nonlinear	function	of	the	gate-source
voltage	Vgs	can	be	defined	by

where	Rdsd0	 is	 the	minimum	value	of	Rdsd	and	Rdsdp	determines	 the	value	of	Rdsd	 at	 the
pinch-off	[22].

3.2.6	IAF	(Berroth)	Nonlinear	Model
An	analytical	 charge	conservative	 large-signal	model	 for	HEMT	devices,	which	 is	valid
for	a	frequency	range	up	to	60	GHz,	is	shown	in	Fig.	3.27	[41].	In	this	model,	the	current
sources	 Igs,	 Igd,	 and	 Ids	 and	 capacitances	Cgs	 and	 Cgd	 are	 considered	 as	 the	 nonlinear



elements.

FIGURE	3.27	Berroth	nonlinear	intrinsic	model.

The	drain	current	 source	 is	 represented	by	 the	 following	nonlinear	 equation	with	10
fitting	parameters:

where

α	 is	 the	 slope	of	drain	current	 in	 the	pinch-off	 region,	β	 is	 the	 slope	parameter	of	drain
current,	γ	is	the	slope	parameter	of	drain	current	in	the	pinch-off	region,	λ	is	the	slope	of
drain	current	 in	 the	saturation	region,	Δl	 is	 the	gate	voltage	parameter	 for	slope	of	drain
current,	δ	 is	 the	drain	current	slope	parameter	correction	 term,	Vc	 is	 the	gate	voltage	for
maximum	 transconductance,	 Vsb	 is	 the	 gate	 voltage	 for	 maximum	 transconductance
correction	 term,	CDvc	 is	 the	 drain	 current	multiplication	 factor,	 and	CDvsb	 is	 the	 drain
current	multiplication	factor	correction	term.

To	 describe	 the	 Igs	 and	 Igd	 current	 sources,	 the	 diode	 model	 for	 both	 forward	 and
reverse	bias	operation	modes	was	used	in	the	form



where	Idsat	is	the	forward	bias	fitting	parameter,	VT	is	the	temperature	voltage,	and	n	is	the
diode	ideality	factor.

The	nonlinear	capacitances	Cgs	and	Cgd	are	calculated	by	differentiating	 the	voltage-
depending	 charge	 function	Qg(Vgs,	Vds)	with	 respect	 to	Vgs	 and	Vds,	 which	 leads	 to	 the
input	capacitance	C11	=	Cgs	+	Cgd	and	transcapacitance	C12	=	−	Cgd,	respectively,

where

V1	is	the	transition	voltage,	and	A,	B,	C,	D,	E,	and	F	are	the	model	fitting	parameters.

3.2.7	Model	Selection
A	 large-signal	 device	model	 should	 be	 sufficiently	 accurate	 for	 all	 operation	 conditions
and	as	simple	as	possible.	Let	us	first	compare	several	large-signal	models.	Some	models
are	 not	 consistent	 with	 a	 common	 small-signal	model;	 for	 example,	 the	 charging	 gate-
source	resistance	Rgs	is	not	described	in	the	Curtice	quadratic,	and	in	most	of	the	models
the	effect	of	the	frequency	dispersion	of	the	transconductance	and	output	conductance	is
omitted.	Besides,	another	important	problem	of	some	large-signal	models	is	the	failure	to
carry	out	a	charge	conversation	condition.	The	Materka	model	provides	better	description
of	the	slopes	of	the	voltage-current	characteristics	in	the	pinch-off	region	[21].	Although
the	 Materka	 model	 does	 not	 fulfill	 charge	 conservation,	 it	 seems	 to	 be	 an	 acceptable
compromise	 between	 accuracy	 and	 model	 simplicity	 for	 MESFETs	 but	 not	 for
pseudomorphic	HEMTs,	where	it	is	preferable	to	use	the	Angelov	method	[21].	A	diode-
like	 capacitance	 model	 does	 not	 approximate	 the	 measured	C-V	 characteristics	 closely
enough.	For	HEMT	devices,	an	analytical	charge	conservative	Berroth	model	can	be	used
to	model	the	large-signal	parameters	in	the	frequency	range	up	to	60	GHz.

3.3	BJTs	and	HBTs

3.3.1	Small-Signal	Equivalent	Circuit
The	 complete	 bipolar	 transistor	 small-signal	 equivalent	 circuit	 with	 extrinsic	 parasitic
elements	 is	 shown	 in	 Fig.	 3.28(a).	 Based	 on	 this	 hybrid	 π-type	 representation,	 the
electrical	 properties	 of	 the	 bipolar	 transistors,	 in	 particularly	 HBT	 devices,	 can	 be
described	with	sufficient	accuracy	up	to	30	GHz	[42,	43].	Here,	the	extrinsic	elements	Rb,
Lb,	Rc,	Lc,	Re,	and	Le	 are	 the	series	 resistances	and	 lead	 inductances	associated	with	 the



base,	 collector,	 and	 emitter,	 and	 Cpbe,	 Cpbc,	 and	 Cpce	 are	 the	 parasitic	 capacitances
associated	 with	 the	 contact	 pads,	 respectively.	 The	 lateral	 resistance	 with	 the	 base
semiconductor	 resistance	 underneath	 the	 base	 contact	 and	 the	 base	 semiconductor
resistance	 underneath	 the	 emitter	 are	 combined	 into	 a	 base-spreading	 resistance	 rb.	 The
intrinsic	 model	 is	 described	 by	 the	 dynamic	 diode	 resistance	 rπ,	 the	 total	 base-emitter
junction	capacitance	and	base	charging	capacitance	Cπ,	the	transconductance	gm,	and	 the
output	 Early	 resistance	 rce,	 which	 model	 the	 effect	 of	 base-width	 modulation	 on	 the
transistor	characteristics	due	 to	variations	 in	 the	collector-base	depletion	 region	 [44].	To
increase	the	usable	operating	frequency	range	of	the	device	up	to	50	GHz,	it	is	necessary
to	properly	include	the	collector-current	delay	time	in	the	current	source	as	gmexp(−jωτπ),
where	τπ	is	the	transit	time	[45].





FIGURE	3.28	Nonlinear	BJT	and	HBT	model	with	HBT	physical	structure.

The	cross-section	of	a	physical	structure	of	an	AlGaAs/GaAs	HBT	device	is	shown	in
Fig.	 3.28(b),	 with	 heavily	 p-doped	 base	 to	 reduce	 base	 resistance	 and	 lightly	 n-doped
emitter	 to	 minimize	 the	 emitter	 capacitance	 [46].	 The	 lightly	 n-doped	 collector	 region
allows	collector-base	 junction	 to	sustain	relatively	high	voltages	without	breaking	down.
The	 forward-bias	 emitter-injection	 efficiency	 is	 very	 high	 because	 the	 wider-bandgap
AlGaAs	emitter	injects	electrons	into	the	GaAs	p-base	at	lower	energy	level,	but	the	holes
are	prevented	from	flowing	into	the	emitter	by	a	high-energy	barrier,	thus	resulting	in	the
ability	to	decrease	base	length,	base-width	modulation,	and	increase	frequency	response.
By	using	a	wide	bandgap	InGaP	layer	instead	of	an	AlGaAs	one,	the	device	performance
over	 temperature	can	be	 improved	[47].	The	high-linearity	power	performance	 in	Class-
AB	condition	at	 the	backoff	power	 level,	 the	 ruggedness	under	mismatch	and	overdrive
condition,	 and	 the	 long	 lifetime	 of	 the	 InGaP/GaAs	 HBT	 technology	 make	 it	 very
attractive	for	 the	28-V	power	amplifier	applications	[48].	The	growth	process	used	for	a
high-voltage	HBT	device	is	identical	to	the	process	used	for	the	conventional	low-voltage
HBT	device,	which	is	widely	used	in	handset	power	amplifiers,	except	for	changes	to	the
collector	 because	 of	 the	 higher	 voltage	 operating	 requirements.	 The	 epitaxial	 growth
process	starts	with	a	highly	doped	n-type	collector	layer	and	lightly	n-doped	collector	drift
region,	 then	 followed	by	a	heavily	doped	p-type	base	 layer	 and	 an	 InGaP	emitter	 layer,
and	 finishes	with	 an	 InGaAs	 cap	 layer	 [49].	As	 a	 result,	 the	 high-voltage	HBT	devices
exhibit	collector-base	breakdown	voltages	higher	than	70	V.

Figure	 3.29	 shows	 the	 modified	 version	 of	 a	 bipolar	 transistor	 equivalent	 circuit,
where	Cc	=	Cco	+	Cci,	rb1	=	rbCci/Cc,	and	rb2	=	rbCco/Cc	 [50].	Such	an	equivalent	circuit
becomes	possible	due	to	an	equivalent	π-	to	T-transformation	of	the	elements	rb,	Cco,	and
Cci	and	a	condition	rb	<<	(Cci	+	Cco)/ω	CciCco,	which	is	usually	fulfilled	over	a	frequency
range	 close	 to	 the	 device	 maximum	 frequency	 fmax.	 Then,	 from	 a	 comparison	 of	 the
transistor	nonlinear	models,	for	a	bipolar	transistor	in	Fig.	3.29,	for	a	MOSFET	device	in
Fig.	3.3,	and	for	a	MESFET	device	in	Fig.	3.17(a),	it	is	easy	to	detect	the	circuit	similarity
of	all	these	equivalent	circuits,	which	means	that	the	basic	circuit	design	procedure	is	very
similar	 for	 any	 type	of	bipolar	or	 field-effect	 transistors.	The	difference	 is	 in	 the	device
physics	and	values	of	the	model	parameters.	However,	techniques	for	the	representation	of
the	 input	 and	 output	 impedances,	 stability	 analysis	 based	 on	 the	 feedback	 effect,	 or
derivation	of	power	gain	and	efficiency	are	very	similar.



FIGURE	3.29	Nonlinear	BJT	and	HBT	model	with	HBT	physical	structure.

3.3.2	Determination	of	Equivalent	Circuit	Elements
If	all	extrinsic	parasitic	elements	of	the	device	equivalent	circuit	shown	in	Fig.	3.28(a)	are
known,	 the	 intrinsic	 two-port	 network	 parameters	 can	 be	 embedded	with	 the	 following
determination	procedure	[42]:

•			Measurement	of	the	S-parameters	of	the	transistor	with	extrinsic	elements.

•			Transformation	of	the	S-parameters	to	the	admittance	Y-parameters	with
subtraction	of	the	parasitic	shunt	capacitances	Cpbe,	Cpbc,	and	Cpce.

•			Transformation	of	the	new	Y-parameters	to	the	impedance	Z-parameters	with



subtraction	of	the	parasitic	series	elements	Lb,	Rb,	Le,	Re,	Lc,	and	Rc.

•			Transformation	of	the	new	Z-parameters	to	the	Y-parameters	with	subtraction
of	the	parasitic	shunt	capacitance	Cco.

•			Transformation	of	the	new	Y-parameters	to	the	Z-parameters	with	subtraction
of	the	parasitic	series	resistance	rb.

•			Transformation	of	the	new	Z-parameters	to	the	Y-parameters	of	the	intrinsic
device	two-port	network.

The	bipolar	transistor	intrinsic	Y-parameters	can	be	written	as

After	 separating	 Eqs.	 (3.87)	 through	 (3.90)	 into	 their	 real	 and	 imaginary	 parts,	 the
elements	of	the	intrinsic	small-signal	equivalent	circuit	can	be	determined	analytically	as

The	 parasitic	 capacitances	 associated	 with	 the	 pads	 can	 be	 determined	 by	 the
measurement	of	the	open	test	structure	with	the	corresponding	circuit	model	shown	in	Fig.
3.30(a).	When	the	values	of	these	pad	capacitances	are	known,	it	is	easy	to	determine	the
values	 of	 the	 parasitic	 series	 inductances	 by	 measuring	 the	 shorted	 test	 structure	 with
corresponding	circuit	model	shown	in	Fig.	3.30(b).



FIGURE	3.30	Models	for	parasitic	pad	capacitances	and	lead	inductances.

The	 values	 of	 the	 series	 parasitic	 resistances	 can	 be	 calculated	 on	 the	 basis	 of	 the
physical	 parameters	 of	 the	 device	 or	 by	 adding	 them	 to	 the	 intrinsic	 device	 parameters
(with	 the	 appropriate	 numerical	 solution	 of	 a	 nonlinear	 system	 of	 eight	 equations	 with
eight	independent	variables	using	iterative	technique)	[43].	In	the	latter	case,	it	is	assumed
that	influence	of	the	transit	time	τπ	on	the	bipolar	electrical	properties	in	a	frequency	range
up	to	30	GHz	is	negligible.

The	 external	 parasitic	 parallel	 capacitance	 Cco,	 as	 well	 as	 the	 other	 device
capacitances,	 can	 be	 estimated	 from	 the	 device	 behavior	 at	 low	 frequencies	 and	 cutoff
operating	 conditions	 [51,	 52].	 For	 these	 conditions,	 the	 device	 small-signal	 equivalent
circuit	is	reduced	to	that	with	the	capacitive	elements	only,	as	shown	in	Fig.	3.31.



FIGURE	3.31	Small-signal	model	at	low	frequencies	and	cutoff	operation	mode.

The	device	capacitances	can	be	directly	calculated	from	measured	Y-parameters	by

Because	Cpbc	 and	 Cco	 are	 the	 bias-independent	 capacitances	 and	 Cci	 is	 the	 base-
collector	junction	capacitance,	the	extraction	of	Cpbc	+	Cco	can	be	carried	out	by	fitting	the
sum	Cpbc	+	Cco	+	Cci	to	the	expression	for	junction	capacitance	at	different	base-collector
voltages.	If	an	approximation	expression	for	Cco	is	given	by

then	the	extraction	of	 the	parameters	Cjco,	φc,	and	Cci	can	be	performed	using	 the	 linear
equation



As	a	result,	linearizing	this	equation	by	choosing	the	proper	value	for	Cci	with	known
value	of	Cpbc	gives	the	values	for	the	remaining	two	parameters	Cjco	and	φc	from	the	slope
and	intercept	point	of	the	final	linearized	dependence.

3.3.3	Equivalence	of	Intrinsic	π-	and	T-Type	Topologies
The	 small-signal	 equivalent	 circuit	 of	 a	bipolar	 transistor	 can	be	 represented	by	both	π-
type	 and	 T-type	 topologies.	 The	 T-type	 equivalent	 circuit	 representation	 is	 appealing
because	all	the	model	parameters	can	be	directly	tied	to	the	physics	of	the	device	and	an
excellent	fit	between	measured	and	simulated	S-parameters	 in	 the	frequency	range	up	 to
30	to	40	GHz	can	be	provided	[51–53].	The	small-signal	HBT	equivalent	circuit	with	a	T-
type	topology	is	shown	in	Fig.	3.32.

There	 is	 one-to-one	 correspondence	 between	 π-type	 and	 T-type	 device	 models.
Comparing	 both	 small-signal	 equivalent	 circuits	 shown	 in	 Figs.	 3.28(a)	 and	 3.32
demonstrates	 the	 only	 difference	 in	 the	 representation	 of	 the	 intrinsic	 device	 models
enclosed	in	boxes.	From	Fig.	3.33,	it	follows	that	the	admittances	Ye=	Ie/Vbe	for	π-	and	T-
type	models	can	be	determined	as



FIGURE	3.32	Small-signal	T-model	of	bipolar	device.



FIGURE	3.33	Intrinsic	π-type	and	T-type	bipolar	device	topologies.

In	this	case,	the	collector	source	currents	for	both	models	are	the	same,

where	τtee	is	the	transit	time	for	a	T-type	model,	α	=	α0/(1	+	jωτα),	τα	=	1/(2πfα),	fα	 is	 the
alpha	cutoff	frequency,	and	α0	is	the	low-frequency	collector-to-emitter	current	gain.

The	expressions	for	intrinsic	π-model	parameters	can	be	derived	through	the	intrinsic
T-model	parameters	as	[45]

Both	π-type	and	T-type	bipolar	device	topologies	can	describe	the	transistor	electrical
properties	in	a	very	wide	frequency	range	and,	when	optimized,	up	to	50	GHz.

3.3.4	Nonlinear	Bipolar	Device	Modeling
Because	the	bipolar	transistor	can	be	considered	to	be	an	interacting	pair	of	p-n	junctions,
the	 approach	 to	 model	 its	 nonlinear	 properties	 is	 the	 same	 as	 that	 used	 for	 the	 diode



modeling.	The	simple	large-signal	Ebers-Moll	model	with	a	single	current	source	between
the	 collector	 and	 the	 emitter	 is	 shown	 in	Fig.	3.34	[1,	54].	 The	 collector-emitter	 source
current	Ice	is	defined	by

FIGURE	3.34	Large-signal	Ebers-Moll	model.

where	Isat	is	the	bipolar	transistor	reverse	saturation	current	and	VT	is	the	thermal	voltage
obtained	by

where	q	 is	 the	 electron	 charge,	 k	 is	 Boltzmann’s	 constant,	 and	T	 is	 the	 temperature	 in
Kelvin.

The	device	terminal	currents	are	defined	as	Ic	=	Ice	–	Ibc,	Ie	=	–Ice	–	Ibe,	and	Ib	=	Ibe	+
Ibc,	where	the	diode	currents	are	given	by



where	βF	and	βR	 are	 the	 large-signal	 forward	 current	gain	 and	 reverse	 current	gain	of	 a
common-emitter	bipolar	transistor,	respectively.

The	 device	 capacitances	 Cπ	 and	Cbc	 each	 consist	 of	 the	 two	 components	 and	 are
modeled	by	the	diffusion	capacitance	and	junction	capacitance,	respectively,	as

where	τF	and	τR	are	the	ideal	total	forward	time	and	reverse	transit	time,	Cjeo	and	Cjco	are
the	base-emitter	and	base-collector	zero-bias	junction	capacitances,	and	me	and	mc	are	the
base-emitter	and	base-collector	junction	grading	factors,	respectively.

The	 collector-emitter	 substrate	 capacitance	Cce	 should	 be	 taken	 into	 account	 when
designing	the	integrated	circuits.	Its	representation	is	adequate	for	many	cases,	because	the
epitaxial-layer-substrate	junction	is	reversed-biased	for	isolation	purposes,	and	usually	it	is
modeled	as	a	capacitance	with	constant	value.

The	Ebers-Moll	model	cannot	describe	the	second-order	effects	that	can	influence	the
accuracy	of	Eq.	 (3.108).	One	 deals	with	 the	width	 of	 the	 neutral	 base	 region	when	 the
widths	 of	 the	 depletion	 regions	 change	 with	 Vπ	 and	 Vbc,	 thus	 providing	 a	 base-width
modulation	 (Early	 effect	 [44]).	 Others	 involve	 the	 device	 behavior	 at	 low	 and	 high
currents,	resulting	in	a	variation	of	the	large-signal	forward	current	gain	βF	with	collector
current	Ice.	For	example,	as	the	number	of	electrons	injected	into	the	base	approaches	the
background	 doping	 concentration,	 the	 number	 of	 holes	 will	 increase	 to	 maintain	 space
charge	 neutrality	 and	 the	 gain	will	 drop	 (Webster	 effect	 [55]).	At	 the	 same	 time,	 if	 the
electron	 concentration	 overwhelms	 the	 doping	 in	 the	 collector,	 the	 base	 will	 push	 out
increasing	the	neutral	base	region	and	again	reduce	the	gain	(Kirk	effect	[56]).	In	addition,
to	find	a	better	approximation	of	the	distributed	structure	of	the	base-collector	junction	at
microwave	frequencies,	the	junction	capacitance	Cbc	should	be	divided	into	two	separate
capacitances:	 internal	 Cci	 and	 external	 Cco.	 The	 lateral	 resistance	 and	 the	 base
semiconductor	 resistance	 underneath	 the	 base	 contact	 and	 the	 base	 semiconductor
resistance	underneath	the	emitter	are	combined	into	a	base-spreading	resistance	rb.	Figure
3.35	shows	the	modified	π-type	Gummel-Poon	nonlinear	model	of	the	bipolar	transistor,
which	can	describe	the	nonlinear	electrical	behavior	of	bipolar	transistors,	in	particularly
HBT	devices,	with	a	sufficient	accuracy	up	to	20	GHz	[57,	58].



FIGURE	3.35	Large-signal	Gummel-Poon	model.

For	 the	 Gummel-Poon	 large-signal	 model,	 the	 collector	 source	 current	 Ice	 is
determined	by

where	Iss	is	the	BJT	fundamental	constant	defined	at	zero-bias	condition,	nF	is	the	forward
current	emission	coefficient,	nR	 is	 the	reverse	current	emission	coefficient,	and	qb	 is	 the
variable	parameter	defined	by



where

VA	is	the	forward	Early	voltage,	VB	 is	the	reverse	Early	voltage,	IKF	 is	 the	forward	knee
current	 for	 high-level	 injection	 in	 the	normal	 active	 region,	 and	 IKR	 is	 the	 reverse	 knee
current	for	low-level	injection	in	inverse	region	[1,	59].	Although	the	physical	mechanism
of	the	collector	current	behavior	given	by	Eqs.	(3.115)	through	(3.117)	is	related	to	silicon
BJTs,	 the	 highly	 doped	 base	 found	 in	 HBTs	makes	 it	 unlikely	 that	 their	 base-collector
potential	will	significantly	change	base	width,	or	 that	 the	injected	electron	concentration
will	approach	the	background	doping	at	 typical	current	 levels	[60].	However,	mainly	for
historical	 reasons,	 and	 so	 the	model	 can	 still	 be	 used	 for	 silicon	BJTs,	 they	 are	 usually
retained	for	HBTs,	although	the	physics	is	not	exactly	relevant.

The	currents	through	model	diodes	are	defined	by

where	Isat(0)	is	the	saturation	current	for	Vbc	=	0,	βFM(0)	and	βRM(0)	are	 the	 large-signal
forward	and	reverse	current	gains	of	a	common-emitter	BJT	in	mid-current	region	for	Vbc
=	0,	C2	and	C4	are	the	forward	and	reverse	low-current	nonideal	base	current	coefficients,
respectively,	 and	 nEL	 and	 nCL	 are	 the	 nonideal	 low-current,	 base-emitter,	 and	 base-
collector	emission	coefficients,	which	is	usually	close	to	2.0,	respectively.

The	nonlinear	behavior	of	the	intrinsic	base	resistance	rb	can	be	described	by

where

rbm	 is	 the	 minimum	 base	 resistance	 that	 occurs	 at	 high	 current	 level,	 rb0	 is	 the	 base
resistance	at	zero	bias	with	small	base	current	level,	and	Irb	is	the	current	where	the	base
resistance	falls	halfway	to	its	minimum	value	[1,	59].

The	 intrinsic	 device	 capacitances	 Cπ,	 Cci,	 and	 Cco	 are	 modeled	 by	 the	 diffusion



capacitance	and	junction	capacitance,	respectively,	as

where	kc	 is	 the	 fraction	of	 the	base-collector	 junction	capacitance	connected	 to	 the	base
resistance	rb,	Vbco	 is	 the	 voltage	 through	 the	 capacitance	Cco,	 and	 τFF	 is	 the	modulated
transit	time	defined	by

where	XτF	is	the	transit	time	bias	dependence	coefficient,	IτF	is	the	high-current	parameter
for	effect	on	τF,	VτF	is	the	value	of	Vbc	where	the	exponential	equals	to	0.5,	and

As	 it	 follows	 from	 Eq.	 (3.122),	 the	 nonlinear	 behavior	 of	 capacitance	Cπ	 strongly
depends	on	the	effect	of	transit	time	modulation	characterized	by	τFF.	This	transit	charge
variation	results	in	significant	changes	of	the	transition	frequency	fT	at	various	operation
conditions.	For	example,	at	medium	currents,	 fT	reaches	its	peak	value	and	is	practically
constant.	Here,	the	ideal	transit	time	is	defined	by	τF	=	1/(2πfT)	and	the	dominated	base-
emitter	diffusion	capacitance	increases	linearly	with	collector	current.	At	low	currents,	fT
is	 dominated	 by	 the	 junction	 capacitance	 and	 increases	 with	 the	 increase	 in	 collector
current.	At	high	currents,	 the	widening	of	 the	charge-neutral	base	region	and	pushing	of
the	 entire	 space-charge	 region	 toward	 the	 heavily	 doped	 collector	 region	 (Kirk	 effect)
degrades	 the	 frequency	 response	 of	 the	 transistor	 by	 increasing	 the	 transit	 time	 and
decreasing	fT.	In	this	case,	the	transit	time	is	modeled	by	τFF.

A	 simple	nonlinear	HBT	model	 for	 computer-aided	 simulations	can	be	based	on	 the
representation	 of	 the	 collector	 current	 source	 through	 the	 power	 series	 and	 diffusion
capacitances	 through	 the	 hyperbolic	 functions	 [61].	 To	 equivalently	 estimate	 the	 input
impedance	of	a	bipolar	 transistor,	 it	needs	 to	 take	 into	account	 that	Cce	 is	usually	much
smaller	than	Cc.	As	a	 result,	 the	equivalent	output	capacitance	can	be	defined	as	Cout	≅
Cc.	The	input	equivalent	Rin	can	approximately	be	represented	by	the	base	resistance	rb,
whereas	the	input	equivalent	capacitance	can	be	defined	as	Cin	≅	Cπ	+	Cc.	The	feedback
effect	of	 the	collector	capacitance	Cc	 through	Cc0	and	Cci	 is	sufficiently	high	when	 load
variations	are	directly	transferred	to	the	device	input	with	a	significant	extent.

The	more	complicated	models,	 such	as	VBIC,	HICUM,	or	MEXTRAM,	 include	 the
effects	of	self-heating	of	a	bipolar	transistor,	take	into	account	the	parasitic	p-n-p	transistor



formed	by	 the	base,	collector,	and	substrate	 regions,	provide	an	 improved	description	of
depletion	 capacitances	 at	 large	 forward	 bias,	 and	 take	 into	 account	 avalanche	 and
tunneling	currents	and	other	nonlinear	effects	corresponding	to	distributed	high-frequency
effects	 [60,	 62].	 The	 most	 common	 implementation	 of	 a	 lumped	 equivalent	 thermal
network,	 describing	 the	 HBT	 self-heating	 behavior,	 represents	 a	 single-	 or	 two-section
low-pass	RC	network	with	thermal	resistances	and	capacitances.
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CHAPTER	4



T

Impedance	Matching

his	chapter	begins	by	describing	the	main	principles	and	impedance	matching	tools.
Generally,	an	optimum	matching	solution	depends	on	the	circuit	requirement,	such	as

the	 simplicity	 in	 practical	 realization,	 the	 frequency	 bandwidth	 and	 minimum	 power
ripple,	design	implementation	and	adjustability,	stable	operation	conditions,	and	sufficient
harmonic	 suppression.	As	 a	 result,	many	 types	 of	 the	matching	 networks	 are	 available,
including	lumped	elements	and	transmission	lines.	To	simplify	and	visualize	the	matching
design	procedure,	 an	analytical	 approach,	which	allows	calculation	of	 the	parameters	of
the	 matching	 circuits	 using	 simple	 equations,	 and	 Smith	 chart	 traces	 are	 discussed.	 In
addition,	 several	 examples	 of	 the	 narrow-band	 and	 broadband	 power	 amplifiers	 using
bipolar	 or	 MOSFET	 devices	 are	 given,	 including	 detailed	 design	 considerations	 and
explanations.	 Finally,	 design	 formulas	 and	 curves	 are	 given	 for	 several	 types	 of
transmission	 lines,	 such	 as	 stripline,	 microstrip	 line,	 slotline	 and	 coplanar	 waveguide
(CPW).

4.1	Main	Principles
Impedance	matching	 is	 necessary	 to	 provide	 maximum	 delivery	 to	 the	 load	 of	 the	 RF
power	available	from	the	source.	This	means	that,	when	the	electrical	signal	propagates	in
the	circuit,	a	portion	of	 this	signal	will	be	reflected	at	 the	interface	between	the	sections
with	 different	 impedances.	 Therefore,	 it	 is	 necessary	 to	 establish	 the	 conditions,	 which
allow	to	fully	transmitting	the	entire	electrical	signal	without	any	reflection.	To	determine
an	optimum	value	of	the	load	impedance	ZL,	at	which	the	power	delivered	to	the	load	is
maximal,	consider	the	equivalent	circuit	shown	in	Fig.	4.1(a).



FIGURE	4.1	Equivalent	circuits	with	(a)	voltage	and	(b)	current	sources.

The	power	delivered	to	the	load	can	be	defined	as

where	ZS	=	RS	+	jXS	is	the	source	impedance,	ZL	=	RL	+	jXL	is	the	load	impedance,	VS	is
the	source	voltage	amplitude,	and	Vin	 is	the	load	voltage	amplitude.	Substituting	the	real
and	imaginary	parts	of	the	source	and	load	impedances	ZS	and	ZL	into	Eq.	(4.1)	yields



Assume	 the	 source	 impedance	 ZS	 is	 fixed	 and	 it	 is	 necessary	 to	 vary	 the	 real	 and
imaginary	parts	of	the	load	impedance	ZL	until	maximum	power	is	delivered	to	the	load.
To	 maximize	 the	 output	 power,	 the	 following	 analytical	 conditions	 in	 the	 form	 of
derivatives	with	respect	to	the	output	power	are	necessary	to	apply:

Then,	 applying	 these	 conditions	 to	Eq.	 (4.2),	 the	 following	 system	of	 two	 equations
can	be	obtained:

Simplifying	Eqs.	(4.4)	and	(4.5)	results	in

By	solving	Eqs.	(4.6)	and	(4.7)	simultaneously	for	RS	and	XS,	one	can	obtain

or,	in	an	impedance	form,

where	*	denotes	the	complex-conjugate	value	[1,	2].

Equation	 (4.10)	 is	 called	 the	 impedance	 conjugate	 matching	 condition,	 and	 its
fulfillment	results	in	a	maximum	power	delivered	to	the	load	for	fixed	source	impedance.
It	 should	be	noted	 that	 the	 term	“impedance”	was	 introduced	by	Oliver	Lodge	 in	1889,
and	it	meant	the	ratio	V/I	in	the	special	circuit	composed	of	a	resistance	and	an	inductance,
where	 I	 and	V	 are	 the	 amplitudes	 of	 an	 alternating	 current	 and	 the	 driving	 force	which
produced	it	[3].

The	maximum	power	delivered	to	the	load	must	be	equal	to

The	admittance	conjugate	matching	condition,	applied	to	the	equivalent	circuit	shown
in	Fig.	4.1(b),	is	written	as

which	 can	 be	 readily	 obtained	 in	 the	 same	 way.	 In	 this	 case,	 the	 maximum	 power
delivered	to	the	load	can	be	defined	by



where	GS	=	ReYS	is	the	source	conductance	and	IS	is	the	source	current	amplitude.

Thus,	the	conjugate	matching	conditions	in	a	common	case	can	be	determined	through
the	immittance	W-parameters,	which	represent	any	system	of	the	impedance	Z-parameters
or	admittance	Y-parameters,	in	the	form	of

where	WS	is	the	source	immittance	and	WL	is	the	load	immittance.	The	term	“immittance”
was	introduced	by	Bode	to	refer	to	a	complex	number,	which	may	be	either	the	impedance
or	the	admittance	of	a	system	[4].

For	 a	 single-stage	 power	 amplifier,	 the	 matching	 circuit	 is	 connected	 between	 the
source	and	the	input	of	an	active	device,	as	shown	in	Fig.	4.2(a),	and	between	the	output
of	an	active	device	and	the	load,	as	shown	in	Fig.	4.2(b).	For	a	multistage	power	amplifier,
the	 load	 represents	 an	 input	 circuit	 of	 the	 next	 stage.	Therefore,	 the	matching	 circuit	 is
connected	between	the	output	of	the	active	device	of	the	preceding	amplifier	stage	and	the
input	of	the	active	device	of	the	succeeding	stage	of	the	power	amplifier,	as	shown	in	Fig.
4.2(c).	 The	 main	 objective	 is	 to	 properly	 transform	 the	 load	 immittance	 WL	 to	 the
optimum	device	output	immittance	Wout,	the	value	of	which	is	properly	determined	by	the
supply	 voltage,	 the	 output	 power,	 the	 saturation	 voltage	 of	 the	 active	 device,	 and	 the
selected	 class	 of	 the	 active	 device	 operation	 to	 maximize	 the	 operating	 efficiency	 and
output	 power	 of	 the	 power	 amplifier.	 It	 should	 be	 noted	 that	 Eq.	 (4.14)	 is	 given	 in	 a
general	immittance	form	without	indication	of	whether	it	is	used	in	a	small-signal	or	large-
signal	 application.	 In	 the	 latter	 case,	 this	 only	 means	 that	 the	 device	 immittance	W-
parameters	 are	 fundamentally	 averaged	 over	 large-signal	 swing	 across	 the	 device-
equivalent	circuit	parameters	and	that	the	conjugate-matching	principle	is	valid	in	both	the
small-signal	 application	 and	 the	 large-signal	 application	 where	 the	 optimum	 equivalent
device	 output	 resistance	 (or	 conductance)	 at	 the	 fundamental	 is	 matched	 to	 the	 load
resistance	 (or	 conductance)	 and	 the	 effect	 of	 the	 device	 output	 reactive	 elements	 is
eliminated	 by	 the	 conjugate	 reactance	 of	 the	 load	 network.	 In	 addition,	 the	 matching
circuits	 should	be	designed	 to	 realize	 the	 required	voltage	and	current	waveforms	at	 the
device	 output,	 to	 provide	 the	 stability	 of	 operation	 conditions,	 and	 to	 satisfy	 the
requirements	 for	 the	 power	 amplifier	 amplitude	 and	phase	 characteristics.	The	 losses	 in
the	matching	circuits	must	be	as	small	as	possible	to	deliver	the	output	power	to	the	load
with	maximum	efficiency.	Finally,	it	is	desirable	that	the	matching	circuit	be	easy	to	tune.





FIGURE	4.2	Matching	circuit	arrangements.

4.2	Smith	Chart
The	hemisphere	Smith	chart	is	one	of	the	tools	most	widely	used	to	match	circuit	designs
because	 it	gives	a	clear	and	simple	graphical	 representation	of	 the	consecutive	matching
design	 procedure	 [5,	 6].	 However,	 another	 hemisphere	 chart	 with	 a	 standing-wave
indicator	 to	measure	 the	 impedance	ratio	of	a	 load	on	line	where	a	grid	of	circular	 lines
was	 marked	 with	 magnitude	 and	 angle	 of	 impedance,	 corresponding	 to	 latitude	 and
longitude	 on	 a	 hemisphere,	was	 simultaneously	 proposed	 by	Carter	 [7,	 8].	 It	 should	 be
mentioned	 that,	more	 than	 one	 year	 prior	 to	 Smith’s	 publication	 in	 1939,	 a	 nomograph
equivalent	to	the	normalized	impedance	Smith	chart	was	presented	by	a	Japanese	engineer
Mizuhashi	as	a	tool	for	graphically	calculating	impedances	[9].	Generally,	the	Smith	chart
can	 be	 directly	 applied	 for	 matching	 procedure	 using	 both	 lumped	 elements	 and
transmission	lines.	The	Smith	chart	is	particularly	useful	for	matching	circuit	designs	that
use	 the	 transmission	 lines	 because	 analytical	 calculations	 in	 this	 case	 are	 very
complicated.	Also,	when	using	 the	complete	Smith	chart,	 the	 circuit	parameters	 such	as
voltage	 standing	wave	 ratio	 (VSWR),	 reflection	 coefficient,	 return	 loss,	 or	 losses	 in	 the
transmission	 line	 can	 be	 directly	 calculated.	 The	 Smith	 chart	 is	 a	 very	 important	 tool,
being	a	part	of	modern	computer-aided	design	software	and	test	equipment	and	providing
a	useful	visual	way	to	understand	the	circuit	behavior.

The	 Smith	 chart	 represents	 a	 relationship	 between	 the	 load	 impedance	 Z	 and	 the
reflection	coefficient	Γ,	which	can	be	written	in	the	normalized	form	of

where	 the	 normalized	 impedance	 Z/Z0	 and	 the	 reflection	 coefficient	 Γ	 can	 be	 written
through	their	real	and	imaginary	parts,	respectively,	as

Then,	substituting	Eqs.	(4.16)	and	(4.17)	into	Eq.	(4.15)	results	in

By	equating	the	real	and	imaginary	parts	of	Eq.	(4.18),	one	can	obtain

As	a	 result,	 in	 the	(Γr,	Γi)	coordinate	plane,	Eq.	 (4.19)	 represents	a	 family	of	circles
centered	at	points	Γr	=	R/(R+	Z0)	and	Γi	=	0	with	radii	of	Z0/(R	+	Z0),	which	are	called	the



constant-(R/Z0)	 circles.	 At	 the	 same	 time,	 Eq.	 (4.20)	 represents	 a	 family	 of	 circles	 at
points	Γr	=	1	and	Γi	=	Z0/X	with	radii	of	Z0/X,	which	are	called	the	constant-(X/Z0)	circles.
These	constant-(R/Z0)	and	constant-(X/Z0)	circles	with	different	normalized	parameters	are
shown	in	Fig.	4.3(a),	where	the	points	Γr	=	−1	and	Γr	=	1	are	also	indicated.	The	plot	of
such	circles	is	called	the	impedance	Smith	chart	(or	the	Z	Smith	chart).	The	curve	from	the
point	A	to	the	point	C	represents	the	impedance	transformation	from	the	pure	resistance	of
25	Ω	 to	 the	 inductive	 impedance	 of	 (25	+	 j25)	Ω,	which	 can	 be	 provided	 by	 using	 the
inductance	connected	in	series	with	the	resistance.





FIGURE	4.3	Simplified	impedance	and	admittance	Smith	charts.

Equations	(4.19)	and	(4.20)	can	be	rewritten	in	the	admittance	form	with	the	real	part
G	and	imaginary	part	B	when	a	relationship	between	the	impedance	Y	and	 the	reflection
coefficient	Γ	can	be	written	as

where	Y0	=	1/Z0.

Then,

From	Eqs.	(4.22)	and	(4.23),	it	follows	that	the	constant-(G/Y0)	circles	are	centered	at
Γr	 =	 −G/(G+	Y0)	 and	 Γi	 =	 0	 with	 radii	 of	Y0/(G	 +	Y0).	 The	 constant-(B/Y0)	 circles	 are
centered	at	points	Γr	=	−1	and	Γi	=	−Y0/B	with	radii	of	Y0/B,	which	is	shown	in	Fig.	4.3(b).
These	 circles	 are	 centered	 at	 anti-symmetric	 points	 in	 contrast	 to	 the	 impedance	 Smith
chart.	 The	 admittance	 Smith	 chart	 (or	 the	 Y	 Smith	 chart),	 the	 admittances	 of	 which
coincide	 with	 the	 appropriate	 impedances	 plotted	 at	 the	 Z	 Smith	 chart,	 is	 the	 mirror-
reflected	 impedance	Smith	 chart	 as	 a	 result	 of	 its	 rotation	by	180°.	The	 curve	 from	 the
point	C	to	the	point	D	shows	the	admittance	transformation	from	the	inductive	admittance
of	(20	−	j20)	mS	to	the	pure	conductance	of	20	mS	(or	resistance	of	50	Ω),	which	can	be
provided	by	using	 the	capacitance	connected	 in	parallel	with	 the	 initial	 admittance.	The
impedances	 and	 admittances	 can	 be	 determined	 by	 any	 impedance	 or	 admittance	Smith
chart	where	the	normalized	parameters	are	indicated.	In	a	generalized	case,	this	diagram	is
called	the	immittance	Smith	chart	[10].	However,	in	this	case,	the	impedance	point	and	its
corresponding	admittance	value	are	located	one	against	another	at	the	same	distance	from
center	(1,	0).

Therefore,	 in	 some	 cases	 it	 is	 advisable	 to	 use	 the	 combined	 impedance-admittance
Smith	 chart	 shown	 in	 Fig.	 4.3(c)	 when,	 for	 any	 point,	 there	 exists	 the	 normalized
impedance	 from	 the	Z	 Smith	 chart	 and	 normalized	 admittance	 from	 the	Y	 Smith	 chart.
This	 Z-Y	 Smith	 chart	 avoids	 the	 necessity	 of	 impedance	 rotating	 by	 180°	 to	 find	 the
corresponding	 admittance.	 A	 combined	 impedance-admittance	 Smith	 chart	 is	 very
convenient	 for	matching	using	 lumped	elements.	For	example,	 it	 is	necessary	 to	convert
the	source	active	impedance	of	25	Ω	(point	A)	into	the	load	resistance	of	50	Ω	(point	D).
First,	the	series	inductance	plotted	at	the	Z	Smith	chart	changes	the	source	impedance	by
moving	along	constant-(X/Z0)	circle	from	point	A	as	far	as	point	C.	Then,	it	is	converted	to
the	Y	Smith	chart.	As	a	 result,	 the	parallel	capacitance	starting	at	 this	point	changes	 the
given	admittance	by	moving	along	constant-(B/Y0)	circle	from	point	C	as	far	as	point	D.
Such	a	transformation	between	these	two	resistances	for	normalizing	impedance	Z0	=	50
Ω	is	shown	in	Fig.	4.3(c).



When	designing	RF	and	microwave	power	amplifiers,	it	is	very	important	to	determine
such	parameters	as	VSWR,	reflection	coefficient,	or	losses	in	the	matching	circuits	based
on	 the	 lumped	 elements	 or	 using	 the	 transmission	 lines.	 The	 linear	 reference	 scales,
indicating	these	additional	characteristics,	are	added	underneath	the	Smith	chart,	as	shown
in	Fig.	4.4.	Scales	around	its	periphery	show	the	calibrated	electrical	wavelength	and	the
angles	of	 the	 reflection	 coefficients.	The	Smith	 chart	 can	be	 easily	 implemented	 for	 the
graphical	design	using	 the	 transmission	 lines.	Expression	for	 the	 input	 impedance	of	 the
lossless	transmission	line	can	be	written	in	terms	of	the	reflection	coefficient	as





FIGURE	4.4	Smith	chart.

This	equation	differs	from	Eq.	(4.15)	by	the	added	phase	angle	only.	This	means	that
the	 normalized	 input	 impedance,	 seen	 looking	 into	 the	 transmission	 line	with	 electrical
length	θ,	can	be	found	by	rotating	this	impedance	point	clockwise	by	2θ	around	the	center
of	the	Smith	chart	with	the	same	radius|Γ|.	By	subtracting	2θ	from	the	phase	angle	of	the
reflection	 coefficient,	 its	 value	 decreases	 in	 the	 clockwise	 direction	 according	 to	 the
periphery	scale.	In	this	case,	the	half-wave	transmission	line	provides	a	clockwise	rotation
of	2π	or	360°	around	the	center,	thus	returning	the	point	to	its	original	position.

For	 example,	 a	 typical	 50-Ω	 transmission	 line	provides	 a	 transformation	of	 the	 load
impedance	 from	ZL	 =	 (12	+	 j10)	Ω	 to	 a	 new	 impedance	 of	Zin	 =	 (100	+	 j100)	Ω.	 The
normalized	load	impedance	is	ZL/Z0	=	(0.24	+	j0.2)	Ω,	which	is	plotted	on	the	Smith	chart,
as	 shown	 in	 Fig.	 4.4.	 By	 using	 a	 compass	 to	 draw	 the	 circle	 from	 this	 point	 to	 the
intersection	point	with	a	real	axis,	we	obtain	|Γ|	=	0.61	at	the	reflection	coefficient	scale,
RL	=	4.3	dB	at	 the	return	 loss	scale,	and	VSWR	=	4.2	at	 the	standing	wave	 ratio	 (SWR)
scale.	To	determine	 the	angle	of	 the	 reflection	coefficient,	 it	needs	 to	draw	a	 radial	 line
through	the	 load	 impedance	point	 to	 the	 intersection	of	 the	periphery	circle	(an	angle	of
83°	can	be	read).	If	a	radial	line	is	drawn	through	the	point	of	the	input	impedance	at	the
outer	 wavelength	 scale,	 the	 difference	 between	 points	 of	 0.209λ	 and	 0.033λ	 gives	 the
length	of	 the	 transmission	 line	 as	0.176λ.	However,	 in	 the	 case	of	 the	 transmission	 line
with	the	insertion	loss	of	2	dB,	the	point	obtained	should	be	moved	to	the	point	of	Zin	=
(90	+	j40)	Ω,	according	to	the	attenuation	scale.

4.3	Matching	with	Lumped	Elements

4.3.1	Analytic	Design	Technique
Generally,	there	is	a	variety	of	configurations	for	matching	networks,	which	can	be	used	to
connect	a	generating	system	efficiently	to	its	useful	load.	However,	in	order	to	obtain	high
transmission	efficiency,	any	of	 these	networks	should	be	properly	designed.	The	lumped
matching	circuits	in	the	form	of	(a)	L-transformer,	(b)	π-transformer,	or	(c)	T-transformer
shown	in	Fig.	4.5	have	proved	for	a	long	time	to	be	effective	for	power	amplifier	design
[11].	The	simplest	and	most	popular	matching	network	is	the	matching	circuit	in	the	form
of	the	L-transformer.	The	transforming	properties	of	this	matching	circuit	can	be	analyzed
by	 using	 the	 equivalent	 transformation	 of	 a	 parallel	 into	 a	 series	 representation	 of	 RX
circuit.



FIGURE	4.5	Matching	circuits	in	the	form	of	L-,	π-,	and	T-transformers.

Consider	the	parallel	RX	circuit	shown	in	Fig.	4.6(a),	where	R1	 is	 the	real	 (resistive)
and	X1	is	the	imaginary	(reactive)	parts	of	the	circuit	impedance	Z1	=	jX1R1/(R1	+	jX1),	and
the	series	RX	circuit	shown	in	Fig.	4.6(b),	where	R2	is	the	resistive	and	X2	is	the	reactive
parts	of	the	circuit	impedance	Z2	=	R2	+	jX2.	These	two	circuits,	series	and	parallel,	can	be
considered	equivalent	at	some	frequency	if	Z1	=	Z2,	resulting	in



FIGURE	4.6	Impedance	parallel	and	series	equivalent	circuits.

Equation	(4.25)	 can	be	 rearranged	by	 two	 separate	 equations	 for	 real	 and	 imaginary
parts	as

where	Q	=	R1/|X1|	=	|X2|/R2	is	the	circuit	quality	factor,	which	is	equal	for	both	the	series
and	parallel	RX	circuits.

Consequently,	if	the	reactive	impedance	X1	=	–X2(1	+	Q−2)	is	connected	in	parallel	to
the	series	circuit	R2X2,	it	allows	the	reactive	impedance	(or	reactance)	of	the	series	circuit
to	be	compensated.	In	this	case,	the	input	impedance	of	such	a	two-port	network	shown	in
Fig.	4.7	will	be	resistive	only	and	equal	to	R1.	Consequently,	to	transform	the	resistance	R1
into	the	other	resistance	R2	at	the	given	frequency,	it	is	sufficient	to	connect	between	them
a	 two-port	 L-transformer	 with	 the	 opposite	 signs	 of	 the	 reactances	 X1	 and	 X2,	 the
parameters	of	which	can	be	easily	calculated	from	the	following	simple	equations:



FIGURE	4.7	Input	impedance	of	loaded	two-port	network.

where

is	the	circuit	(loaded)	quality	factor	expressed	through	the	resistances	to	be	matched.	Thus,
to	 design	 a	 matching	 circuit	 with	 fixed	 resistances	 to	 be	 matched,	 first	 we	 need	 to
calculate	the	circuit	quality	factor	Q	according	to	Eq.	(4.30)	and	then	to	define	the	reactive
elements	according	to	Eqs.	(4.28)	and	(4.29).

Because	 of	 the	 opposite	 signs	 of	 the	 reactances	X1	 and	X2,	 the	 two	 possible	 circuit
configurations	(one	 in	 the	form	of	a	 low-pass	filter	section	and	another	 in	 the	form	of	a
high-pass	filter	section)	with	the	same	transforming	properties	can	be	realized,	as	shown
in	Fig.	4.8	together	with	the	design	equations.

FIGURE	4.8	L-type	matching	circuits	and	relevant	equations.



The	lumped	matching	circuits	in	the	form	of	the	L-transformer	loaded	on	the	resistance
R2	can	also	be	considered	as	some	approximation	of	the	parallel	resonant	circuit	shown	in
Fig.	4.9.	In	this	case,	the	series	inductance	L2	and	series	resistance	R2	are	transformed	to
the	parallel	inductance	L′2	and	parallel	frequency-dependent	resistance	R2	respectively,	as

FIGURE	4.9	Parallel	resonant	circuit	equivalent	of	loaded	L-transformer.

where	Q	 =	ωL2/R2.	 The	 resonant	 frequency	 f0	 of	 such	 an	 equivalent	 parallel	 resonant
circuit	is	determined	from

If	 this	matching	 circuit	 has	 small	 values	 of	Q,	wider	 frequency	 bandwidth	 but	 poor
out-of-band	suppression	can	be	achieved.	However,	with	large	values	of	Q,	the	frequency
bandwidth	is	substantially	reduced.	For	the	case	of	R1/R2	≥	10,	which	corresponds	to	the
condition	of	Q	≥	3,	the	frequency	bandwidth	Δf	and	out-of-band	suppression	factor	Fn	of
such	 an	 L-transformer	 can	 be	 approximately	 evaluated	 by	 the	 same	 formulas	 as	 for	 a
parallel	resonant	circuit	as

where	f0	 is	 the	operating	frequency	and	n	 is	 the	harmonic	number	[12].	The	out-of-band
suppression	factor	Fn	of	the	matching	circuit	represents	the	ratio	of	the	selected	harmonic
component	in	the	input	(collector)	current	to	the	same	harmonic	component	in	the	output
(load)	 current.	 Figure	 4.10	 shows	 the	 frequency	 behavior	 of	 the	 input	 impedance
magnitude	|	Zin|	of	the	parallel	resonant	circuit.



FIGURE	4.10	Frequency	plot	of	input	impedance	for	parallel	resonant	circuit.

The	 transformer	efficiency	ηT	 is	 determined	by	 the	 ratio	 of	PL/Pin,	where	Pin	 is	 the
power	at	the	input	of	the	transformer	and	PL	is	the	transformer	load	power.	The	efficiency
for	the	L-transformer	with	negligible	losses	in	the	capacitor	can	be	calculated	by

where	 Qind	 is	 the	 inductor	 quality	 factor	 [13].	 From	 Eq.	 (4.36),	 it	 follows	 that	 the
efficiency	of	the	impedance	transformer	decreases	with	the	increase	in	Q.	This	means	that,
for	the	same	R1	and	series	parasitic	resistance	of	the	circuit	inductor,	the	lower	resistance
R2	provides	the	higher	current	flowing	through	this	inductor,	which	leads	to	an	additional
power	dissipation.	Similar	 result	 for	 the	quality	 factor	of	 the	L-transformer	with	a	 lossy
inductor	derived	through	the	insertion	loss,	and	the	more	accurate	expressions	for	the	low-
pass	and	high-pass	L-type	matching	networks	are	given	in	[14].	An	analysis	of	Eqs.	(4.28)
and	 (4.29)	 shows	 that,	 for	 the	 given	 resistances	 R1	 and	 R2,	 each	 element	 of	 the	 L-
transformer	can	have	only	one	value	at	a	fixed	frequency.	Consequently,	it	 is	difficult	 to
satisfy	 simultaneously	 such	 contradictory	 requirements	 as	 efficiency,	 frequency
bandwidth,	and	out-of-band	suppression.

To	 avoid	 the	 parasitic	 low-frequency	 oscillations	 in	 the	 power	 amplifier	 and	 to
increase	 the	 level	 of	 the	 harmonic	 suppression,	 it	 may	 be	 necessary	 to	 connect	 an



additional	L0C0	 series	 circuit,	 the	 resonant	 frequency	of	which	 is	 equal	 to	 the	operating
frequency	 of	 the	 power	 amplifier,	 as	 shown	 in	 Fig.	 4.11.	 In	 this	 case,	 the	 out-of-band
suppression	factor	Fn	defined	by	Eq.	(4.35)	is	written	as

FIGURE	4.11	L-transformer	with	additional	LC	filter.

where	QΣ	 =	Q	 +	Q0	 and	Q0	 =	ωL0/R2.	 Better	 harmonic	 suppression	 is	 achieved	 at	 the
expense	of	the	frequency	bandwidth	narrowing.

In	 practice,	 it	 makes	 sense	 to	 use	 the	 single	 two-port	 L-transformers	 in	 power
amplifiers	 as	 the	 interstage	 matching	 circuits,	 where	 the	 requirements	 for	 out-of-band
suppression	and	efficiency	are	not	as	high	as	for	the	output	matching	circuits.	In	this	case,
the	main	advantage	of	such	an	L-transformer	 is	 in	 its	simplicity	when	only	 two	reactive
elements	with	fast	tuning	are	needed.	For	larger	values	of	Q	≥	10,	 it	 is	possible	to	use	a
cascade	connection	of	 the	L-transformers,	which	allows	wider	 frequency	bandwidth	and
transformer	efficiency	to	be	realized.

The	matching	circuits	 in	 the	 form	of	 (a)	π-transformer	and	(b)	T-transformer	 can	 be
realized	by	appropriate	connection	of	two	L-transformers,	as	shown	in	Fig.	4.12.	For	each
L-transformer,	the	resistances	R1	and	R2	are	 transformed	 to	some	 intermediate	 resistance
R0	with	the	value	of	R0	<	(R1,	R2)	for	a	π-transformer	and	the	value	of	R0	>	(R1,	R2)	for	a
T-transformer.	The	value	of	R0	is	not	fixed	and	can	be	chosen	arbitrary	depending	on	the
frequency	bandwidth.	This	means	 that,	compared	to	 the	simple	L-transformer	with	fixed
parameters	 for	 the	 same	 ratio	 of	 R2/R1,	 the	 parameters	 of	 a	 π-transformer	 or	 a	 T-
transformer	can	be	different.	However,	 they	provide	narrower	frequency	bandwidths	due
to	higher	quality	factors	because	the	intermediate	resistance	R0	is	either	greater	or	smaller
than	 each	 of	 the	 resistances	R1	 and	R2.	 By	 taking	 into	 account	 the	 two	 possible	 circuit
configurations	 of	 the	 L-transformer	 shown	 in	 Fig.	 4.8,	 there	 is	 a	 possibility	 to	 design
different	 circuit	 configurations	 of	 such	 two-port	 impedance	 transformers	 shown	 in	 Fig.
4.12(a),	where	 	and	in	Fig.	4.12(b),	where	



FIGURE	4.12	Matching	circuits	developed	by	connecting	two	L-transformers.

Several	 of	 the	 most	 widely	 used	 two-port	 π-transformers,	 together	 with	 the	 design
formulas,	 are	 shown	 in	 Fig.	 4.13	 [13].	 The	 π-transformers	 are	 usually	 used	 as	 output
matching	 circuits	 of	 high-power	 amplifiers	 in	 a	 Class-B	 operation	 mode	 when	 it	 is
necessary	 to	 achieve	 a	 sinusoidal	 drain	 (or	 collector)	 voltage	waveform	 by	 appropriate
harmonic	 suppression.	 In	 addition,	 it	 is	 convenient	 to	 use	 some	 of	 them	 as	 interstage
matching	 circuits	 in	 low-power	 and	 medium-power	 amplifiers	 when	 it	 is	 necessary	 to
provide	 sinusoidal	 voltage	waveforms	 both	 at	 the	 drain	 (or	 collector)	 of	 the	 preceding-
stage	transistor	and	at	the	gate	(or	base)	of	the	succeeding-stage	transistor.	In	this	case,	for
the	 π-transformer	 with	 shunt	 capacitors,	 the	 input	 and	 output	 capacitances	 of	 these
transistors	 can	 be	 easily	 included	 into	 the	 matching	 circuit	 elements	 C1	 and	 C2,



respectively.	Finally,	a	π-transformer	can	be	directly	used	as	the	load	network	for	a	high-
efficiency	Class-E	mode	with	proper	calculation	of	its	design	parameters.





FIGURE	4.13	π-transformers	and	relevant	equations.

Figure	4.14	shows	 the	π-transformer	with	 shunt	capacitor	and	additional	L0C0	 series
circuit,	whose	elements	are	defined	by

FIGURE	4.14	π-transformer	with	additional	LC-filter.

where	 Q0	 is	 the	 arbitrary	 value	 depending	 on	 the	 specification	 requirements	 to	 the
harmonic	 suppression.	The	 other	 elements	 are	 defined	 by	 the	 design	 equations	 given	 in
Fig.	4.13(a).

The	π-transformer	with	two	shunt	capacitors	shown	in	Fig.	4.13(a)	represents	a	face-
to-face	connection	of	two	simple	low-pass	L-transformers.	As	a	result,	there	is	no	special
requirement	for	the	resistances	R1	and	R2,	whose	ratio	R1/R2	can	be	greater	or	smaller	than
unity.	As	an	example,	the	design	equations	correspond	to	the	case	of	R1/R2>	1.	However,
as	 it	 will	 be	 further	 derived,	 the	 π-transformer	 with	 a	 series	 capacitor	 shown	 in	 Fig.
4.13(b)	can	only	be	used	for	impedance	matching	when	R1/R2	>	1.	Such	a	π-transformer
represents	 a	 face-to-face	 connection	 of	 the	 high-pass	 and	 low-pass	 L-transformers,	 as
shown	in	Fig.	4.15(a).



FIGURE	4.15	π-transformer	with	series	capacitor.

The	 design	 equations	 for	 a	 high-pass	 section	 are	 written	 using	 Eqs.	 (4.28)	 through
(4.30)	as



where	Q1	is	the	circuit	quality	factor	and	R0	is	the	intermediate	resistance.

Similarly,	for	a	low-pass	section,

Because	 it	 is	assumed	 that	R1	>	R2	 >	R0,	 from	Eq.	 (4.41)	 it	 follows	 that	 the	 quality
factor	Q1	of	a	high-pass	L-transformer	can	be	chosen	from	the	condition	of

Substituting	Eq.	(4.41)	into	Eq.	(4.44)	results	in

Combining	the	reactances	of	two	series	elements	(capacitor	C′3	and	inductor	L′3)	given
by	Eqs.	(4.40)	and	(4.43)	yields

As	 a	 result,	 because	Q1	 >	Q2,	 the	 total	 series	 reactance	 is	 negative,	 which	 can	 be
provided	by	a	series	capacitance	C3,	as	shown	in	Fig.	4.15(b),	with	susceptance

On	 the	other	hand,	 if	Q2	>	Q1	when	R2	>	R1	>	R0,	 then	 the	 total	 series	 reactance	 is
positive	 that	 can	 be	 provided	 by	 a	 series	 inductance	 L3,	 and	 all	 matching	 circuit
parameters	can	be	calculated	according	 to	 the	design	equations	given	 in	Fig.	4.13(c).	 In
this	 case,	 it	 needs	 first	 to	 choose	 the	 value	 of	Q2	 for	 fixed	 resistances	R1	 and	R2	 to	 be
matched,	then	to	calculate	the	value	of	Q1,	and	finally	the	values	of	the	shunt	inductance
L1,	shunt	capacitance	C2,	and	series	inductance	L3.

Some	of	the	matching	circuit	configurations	of	two-port	T-transformers,	together	with
the	design	formulas,	are	shown	in	Fig.	4.16	[13].	The	T-transformers	are	usually	used	 in
the	high-power	amplifiers	as	the	input,	interstage,	and	output	matching	circuits,	especially
the	matching	circuit	with	shunt	and	series	capacitors	shown	in	Fig.	4.16(b).	In	this	case,	if
a	 high	 value	 of	 the	 inductance	 L2	 is	 chosen,	 the	 current	 waveform	 at	 the	 input	 of	 the
transistor	with	a	small	input	resistive	part	will	be	close	to	sinusoidal.	By	using	such	a	T-



transformer	 for	 the	 output	 matching	 of	 a	 power	 amplifier,	 it	 is	 easy	 to	 realize	 a	 high-
efficiency	Class-F	operation	mode,	because	 the	series	 inductance	connected	 to	 the	drain
(or	collector)	of	the	active	device	creates	open-circuit	harmonic	impedance	conditions.





FIGURE	4.16	T-transformers	and	relevant	equations.

The	T-transformer	with	two	series	inductors,	shown	in	Fig.	4.16(a),	represents	a	back-
to-back	 connection	 of	 two	 simple	 low-pass	 L-transformers.	 In	 this	 case,	 the	 resistance
ratio	R1/R2	can	be	greater	or	smaller	than	unity,	similar	to	a	π-transformer	with	two	shunt
capacitors	shown	in	Fig.	4.13(a).	As	an	example,	 the	design	equations	correspond	to	 the
case	of	R1/R2	>	1.	However,	the	T-transformer	with	series	and	shunt	capacitors	shown	in
Fig.	 4.16(b)	 can	 only	 be	 used	 for	 impedance	 matching	 when	 R1/R2	 >	 1.	 Such	 a	 T-
transformer	 represents	 a	 back-to-back	 connection	 of	 the	 high-pass	 and	 low-pass	 L-
transformers,	as	shown	in	Fig.	4.17(a).



FIGURE	4.17	T-transformer	with	series	and	shunt	capacitors.

The	design	equations	for	a	high-pass	section	of	such	a	T-transformer	are	written	using
Eqs.	(4.28)	through	(4.30)	as



where	Q1	is	the	circuit	quality	factor	and	R0	is	the	intermediate	resistance.

Similarly,	for	a	low-pass	section,

Because	 it	 is	assumed	 that	R0	>	R1	 >	R2,	 from	Eq.	 (4.54)	 it	 follows	 that	 the	 quality
factor	Q2	of	a	low-pass	L-transformer	can	be	chosen	from	the	condition	of

Substituting	Eq.	(4.54)	into	Eq.	(4.51)	results	in

Combining	 the	 susceptances	 of	 two	 shunt	 elements	 (inductor	L′3	 and	 capacitor	C′3)
given	by	Eqs.	(4.50)	and	(4.53)	yields

As	 a	 result,	 because	Q2	 >	Q1,	 the	 total	 shunt	 susceptance	 is	 positive,	which	 can	 be
provided	by	a	shunt	capacitance	C3,	as	shown	in	Fig.	4.17(b),	with	susceptance

On	the	other	hand,	if	Q1	>	Q2	when	R0	>	R2	>	R1,	then	the	total	shunt	susceptance	is
negative	 that	 can	 be	 provided	 by	 a	 shunt	 inductance	 L3,	 and	 all	 matching	 circuit
parameters	can	be	calculated	according	 to	 the	design	equations	given	 in	Fig.	4.16(c).	 In
this	 case,	 it	 needs	 first	 to	 choose	 the	 value	 of	Q1	 for	 fixed	 resistances	R1	 and	R2	 to	 be
matched,	then	to	calculate	the	value	of	Q2,	and	finally	the	values	of	the	series	capacitance
C1,	series	inductance	L2,	and	shunt	inductance	L3.

If	the	elements	of	π-	and	T-transformers	are	chosen	according	to	the	condition	X1	=	X2
=	−	X3,	then	the	input	impedance	Zin	of	the	transformer	loaded	by	the	resistance	RL	(from
any	side)	is	equal	to

where	X	=	|	Xi|,	i	=	1,	2,	3.	As	a	result,	the	input	impedance	Zin	will	be	resistive,	regardless



of	the	value	of	the	load	resistance	RL.	For	example,	setting	RL	=	R2	 for	 the	 transformers
shown	in	Figs.	4.13(a)	and	4.16(a)	yields

When	X1	≠	X2	≠	−	X3,	the	input	impedances	of	π-	and	T-transformers	will	be	resistive
for	only	one	particular	value	of	RL.

4.3.2	Bipolar	UHF	Power	Amplifier
Consider	 a	 design	 example	 of	 a	 10-W	300-MHz	bipolar	 power	 amplifier	with	 a	 supply
voltage	 of	 12.5	V,	 providing	 a	 power	 gain	 of	 at	 least	 10	dB.	The	 first	 design	 step	 is	 to
select	 an	 appropriate	 active	 device	 that	 allows	 both	 simplifying	 the	 circuit	 design
procedure	and	satisfying	the	specified	requirements.	Usually,	 the	manufacturer	states	 the
values	of	the	input	and	output	impedances	(or	admittances)	at	the	nominal	operation	point
in	the	datasheet	for	the	device.	For	example,	the	above	requirements	can	be	realized	by	an
n-p-n	silicon	bipolar	transistor	operating	at	300	MHz	with	the	input	impedance	Zin	=	(1.3
+	 j	 0.9)	Ω	 and	 output	 admittance	Yout	 =	 (150	−	 j	 70)	mS,	which	 is	 intended	 for	 power
amplification	in	a	Class	AB	with	supply	voltages	up	to	13.5	V.

In	 this	 case,	 the	 input	 impedance	 Zin	 is	 expressed	 as	 a	 series	 combination	 of	 the
transistor	 input	resistance	and	inductive	reactance,	whereas	 the	output	admittance	Yout	 is
represented	 by	 a	 parallel	 combination	 of	 the	 transistor	 output	 resistance	 and	 inductive
reactance.	 This	 means	 that,	 at	 the	 required	 operating	 frequency,	 effect	 of	 the	 series
parasitic	collector	lead	inductance	exceeds	that	of	the	shunt	collector	capacitance,	which
gives	 a	 net	 inductive	 reactance	 to	 the	 equivalent	 output	 circuit	 of	 an	 active	 device.	 To
match	the	series	input	inductive	impedance	to	the	standard	50-Ω	source	impedance,	 it	 is
convenient	to	use	a	matching	circuit	in	the	form	of	a	T-transformer	shown	in	Fig.	4.16(b),
where	the	series	capacitor	C1	can	serve	also	as	a	blocking	capacitor.	Figure	4.18	shows	the
complete	 input	network	 including	 the	 input	device	elements	and	matching	circuit.	From
the	reactive	part	of	the	input	impedance	Zin	 it	follows	that,	at	the	operating	frequency	of
300	MHz,	the	input	inductance	will	be	equal	approximately	to	0.5	nH.



FIGURE	4.18	Complete	input	network	circuit.

It	 is	 necessary	 first	 to	 calculate	 the	 circuit	 quality	 factor	 Q2,	 which	 is	 needed	 to
determine	the	parameters	of	the	matching	circuit,	resulting	in

Consequently,	the	value	of	Q2	must	be	larger	than	6.1.	For	example,	Q2	=	6.5	provides
a	3-dB	bandwidth	of	300	MHz/6.5	=	46	MHz.	In	this	case,	a	value	of	Q1	will	be	equal	to
0.35.	As	a	result,	the	values	of	the	input	matching	circuit	elements	are

This	 type	 of	 a	 T-transformer	 is	 widely	 used	 in	 practical	 matching	 circuit	 design
because	 of	 its	 design	 simplicity	 and	 implementation	 convenience.	 In	 addition,	 the
sufficiently	small	value	of	a	series	capacitance	C1	can	contribute	to	elimination	of	the	low-
frequency	parasitic	oscillations	in	the	case	of	a	multistage	power	amplifier.	The	function
of	each	element	can	be	graphically	traced	on	the	Smith	chart	as	shown	in	Fig.	4.19.





FIGURE	4.19	Smith	chart	with	elements	from	Fig.	4.18.

The	 easiest	 and	 most	 convenient	 way	 to	 plot	 the	 traces	 of	 the	 matching	 circuit
elements	is	by	plotting	initially	the	traces	of	Q2	=	6.5	and	Q1	=	0.35.	The	circle	of	equal	Q
is	plotted	by	taking	into	account	that,	for	each	point	located	at	this	circle,	a	ratio	of	X/R	or
B/G	must	be	the	same.	The	trace	of	the	series	inductance	L1	must	be	plotted	as	far	as	the
intersection	point	with	Q2-circle.	This	means	that,	beginning	at	Zin,	a	curve	of	increasing
inductive	reactance	must	be	plotted	as	far	as	Q2-circle.	The	value	of	L1	is	determined	from
the	 normalized	 inductive	 impedance	 at	 this	 intersection	 point.	 Then,	 because	 of	 a
normalization	to	50	Ω,	the	chart	value	must	be	multiplied	by	the	factor	of	50.

The	trace	of	the	parallel	capacitance	C2	must	be	plotted	using	admittance	circles.	The
previous	 impedance	point	 located	at	Q2-circle	 is	 converted	 to	 its	 appropriate	 admittance
one.	This	point	 is	 symmetrical	 to	 the	 impedance	point	 regarding	 the	 center	point	 and	 is
located	on	a	straight	line	from	the	intersection	point	drawn	through	the	center	of	the	Smith
chart	into	its	lower	half	at	the	same	distance	from	the	center	point.	A	curve	from	this	point
with	constant	conductance	and	increasing	capacitive	susceptance	is	plotted.	These	points
are	transformed	to	appropriate	impedances	using	a	line	through	the	center	point	extended
at	equal	distance	on	the	other	side	and	stop	when	the	transformed	curve	reaches	the	Q1	=
0.35	circle.	 In	other	words,	 it	 is	necessary	 to	 transform	mentally	or	 to	use	a	 transparent
admittance	Smith	chart	(impedance	Smith	chart	rotated	on	180°)	to	plot	a	curve	for	C2	on
the	upper	half	of	the	impedance	Smith	chart.	The	difference	between	the	susceptances	at
the	 beginning	 and	 the	 end	 of	 this	 curve	 determines	 the	 value	 of	C2.	 Then,	 a	 curve	 of
reducing	 inductive	 reactance	 is	plotted	down	 to	 the	center	point	 in	order	 to	determine	a
value	of	the	series	capacitance	C1.

A	similar	design	philosophy	can	be	applied	to	the	design	of	the	output	matching	circuit
shown	 in	 Fig.	 4.20.	 However,	 by	 taking	 into	 account	 the	 presence	 of	 the	 output	 shunt
inductance,	it	makes	sense	to	use	a	matching	circuit	in	the	form	of	a	π-transformer	shown
in	Fig.	4.13(c).	 The	 equivalent	 output	 resistance	 in	 a	Class-B	mode	 can	 be	 analytically
evaluated	by



FIGURE	4.20	Complete	output	network	circuit.

where	Vcc	is	the	supply	voltage,	Vsat	is	the	saturation	voltage,	and	Pout	is	the	output	power
at	 the	fundamental	 frequency.	 Its	value	 is	very	close	 to	 the	measurement	value	given	by
the	real	part	of	the	device	output	admittance	calculated	as	Rout	=	1/0.15	=	6.7	Ω.	A	value
of	the	inductance	Lout	is	approximately	equal	to	7.6	nH.

The	quality	factor	Q2	can	be	chosen	as

The	calculated	quality	factor	Q1	of	the	device	output	circuit	is

This	value	of	Lout	allows	the	output	device	admittance	to	be	matched	to	a	50-Ω	load
using	such	a	π-transformer	because

As	a	result,	the	values	of	the	other	two	elements	of	the	output	matching	circuit	are

A	blocking	capacitor	that	performs	dc	supply	decoupling	can	be	connected	after	the	π-
transformer	 with	 a	 sufficiently	 high	 value	 of	 its	 capacitance	 to	 avoid	 any	 negative
influence	on	the	matching	circuit.	Alternatively,	it	can	be	used	in	series	with	the	inductor
L2,	 in	 order	 to	 form	 a	 series	 resonant	 circuit,	 as	 shown	 in	 Fig.	4.11.	 The	 design	 of	 the
output	 circuit	 using	 the	 Smith	 chart	 is	 given	 in	 Fig.	 4.21.	 Initially,	 it	 is	 necessary	 to



transform	the	output	admittance	Yout	to	the	output	impedance	Zout	using	the	straight	line	of
the	Smith	chart,	putting	the	Zout	point	at	the	same	distance	from	the	center	point	as	for	the
Yout	 point.	Then,	 the	 effect	 of	 increasing	 series	 inductance	L2,	 by	moving	 from	 the	Zout
point	along	the	curve	of	the	constant	R	and	increasing	X	until	intersection	with	the	Q2	=
2.8	circle,	is	plotted.	To	determine	the	parallel	capacitance	C3,	it	is	necessary	to	transform
this	point	 to	 the	corresponding	admittance	one	and	plot	 the	curve	of	 the	constant	G	and
increasing	B,	which	must	intersect	the	center	point	of	the	Smith	chart.





FIGURE	4.21	Smith	chart	with	elements	from	Fig.	4.20.

4.3.3	MOSFET	VHF	High-Power	Amplifier
Now	let	us	demonstrate	lumped	matching	circuit	technique	to	design	a	150-W	MOSFET
power	amplifier	with	 the	supply	voltage	of	50	V,	operating	 in	a	frequency	bandwidth	of
132	to	174	MHz	and	providing	a	power	gain	greater	than	10	dB.	These	requirements	can
be	 satisfied	 using	 a	 silicon	n-channel	 enhancement-mode	VDMOSFET	 device	 designed
for	power	amplification	 in	 the	VHF	 frequency	 range.	 In	 this	 case,	 the	center	bandwidth
frequency	 is	 equal	 to	 	 For	 this	 frequency,	 the	manufacturer
states	 the	 following	values	of	 the	 input	and	output	 impedances:	Zin	=	 (0.9	 -	 j1.2)	Ω	and
Zout	 =	 (1.8	+	 j2.1)	Ω.	Both	Zin	 and	Zout	 represent	 the	 series	 combination	 of	 an	 input	 or
output	 resistance	 with	 a	 capacitive	 or	 inductive	 reactance,	 respectively.	 To	 cover	 the
required	 frequency	 bandwidth,	 the	 low-Q	 matching	 circuits	 should	 be	 used	 that	 allows
reduction	of	the	in-band	amplitude	ripple	and	improvement	of	the	input	VSWR.	The	value
of	a	quality	factor	for	3-dB	bandwidth	level	must	be	less	than	Q	=	152/(174	–	132)	=	3.6.
As	a	result,	it	is	very	convenient	to	design	the	input	and	output	matching	circuits	using	the
simple	L-transformers	in	the	form	of	low-pass	and	high-pass	filter	sections	with	a	constant
value	of	Q	[15].

To	match	the	input	series	capacitive	impedance	to	the	standard	50-Ω	source	impedance
in	a	sufficiently	wide	frequency	bandwidth,	it	is	preferable	to	use	three	filter	sections,	as
shown	in	Fig.	4.22.	From	the	negative	reactive	part	of	the	input	impedance	Zin,	it	follows
that	 the	 input	 capacitance	 at	 the	 operating	 frequency	 of	 152	 MHz	 is	 equal	 to
approximately	 873	 pF.	 To	 compensate	 at	 the	 center	 bandwidth	 frequency	 for	 this
capacitive	reactance,	it	is	sufficient	to	connect	an	inductance	of	1.3	nH	in	series	to	it.	Now,
when	 the	 device	 input	 capacitive	 reactance	 is	 compensated,	 in	 order	 to	 simplify	 the
matching	 design	 procedure,	 it	 is	 best	 to	 cascade	L-transformers	with	 equal	 value	 of	Q.
Although	equal	Q	values	are	not	absolutely	necessary,	this	provides	a	convenient	guide	for
both	 analytical	 calculation	 of	 the	 matching	 circuit	 parameters	 and	 the	 Smith	 chart
graphical	design.



FIGURE	4.22	Complete	broadband	input	matching	circuit.

In	this	case,	the	following	ratio	can	be	written	for	the	input	matching	circuit:

resulting	 in	 R2	 =	 13	 Ω	 and	 R3=	 3.5	 Ω	 for	 Rsource	 =	 R1	 =	 50	 Ω	 and	 Rin	 =	 0.9	 Ω.
Consequently,	a	quality	factor	of	each	L-transformer	is	equal	to	Q	=	1.7	according	to	Eq.
(4.30).	The	elements	of	the	input	matching	circuit	using	the	formulas	given	in	Fig.	4.8	can
be	calculated	as	L1	=	31	nH,	C1	=	47	pF,	L2	=	6.2	nH,	C2	=	137	pF,	L3	=	1.6	nH,	and	C3	=
509	pF.

This	equal-Q	 approach	 significantly	 simplifies	 the	matching	 circuit	 design	using	 the
Smith	 chart.	When	 calculating	 a	 value	 of	Q,	 it	 is	 necessary	 to	 plot	 a	 circle	 of	 equal	Q
values	on	the	Smith	chart.	Then,	each	element	of	the	input	matching	circuit	can	be	readily
determined,	as	 shown	 in	Fig.	4.23.	Each	 trace	 for	 the	 series	 inductance	must	 be	 plotted
until	 the	intersection	point	with	Q-circle,	whereas	each	 trace	for	 the	parallel	capacitance
should	be	plotted	until	intersection	with	a	horizontal	real	axis.





FIGURE	4.23	Smith	chart	with	elements	from	Fig.	4.22.

To	match	the	output	series	inductive	impedance	to	the	standard	50-Ω	load	impedance,
it	 is	 sufficient	 to	 use	 only	 two	 filter	 sections,	 as	 shown	 in	 Fig.	 4.24.	 At	 the	 operating
frequency	of	152	MHz,	 the	 transistor	series	output	 inductance	 is	equal	 to	approximately
2.2	nH.	This	inductance	can	be	used	as	a	part	of	the	L-transformer	in	the	form	of	a	low-
pass	filter	section.	For	an	output	matching	circuit,	the	condition	of	equal-Q	values	results
in

FIGURE	4.24	Complete	broadband	output	network	circuit.

with	 the	value	of	R1	=	9.5	Ω	 for	Rload	 =	R2	 =	 50	Ω	 and	Rout	 =	 1.8	Ω.	Consequently,	 a
quality	factor	of	each	L-transformer	is	equal	to	Q	=	2.1,	which	is	substantially	smaller	than
the	value	of	Q	for	3-dB	bandwidth	level.	Now	it	is	necessary	to	check	the	value	of	a	series
inductance	 of	 the	 low-pass	 section,	which	must	 exceed	 the	 value	 of	 2.2	 nH	 for	 correct
matching	procedure.	The	appropriate	calculation	gives	a	value	of	total	series	inductance	L4
+	 Lout	 of	 approximately	 4	 nH.	 As	 a	 result,	 the	 values	 of	 the	 output	 matching	 circuit
elements	are	L4	=	1.8	nH,	C4	=	231	pF,	C5	=	52	pF,	and	L5	=	25	nH.

The	 output	matching	 circuit	 design	 using	 the	 Smith	 chart	with	 constant	Q-circles	 is
shown	in	Fig.	4.25.	For	 the	final	high-pass	section,	a	 trace	for	 the	series	capacitance	C5
must	be	plotted	until	 the	 intersection	with	Q	=	2.1	 circle,	whereas	 a	 trace	 for	 the	 shunt
inductance	L5	 should	be	plotted	until	 the	 intersection	with	 the	center	point	of	 the	Smith
chart.





FIGURE	4.25	Smith	chart	with	elements	from	Figure	4.24.

4.4	Matching	with	Transmission	Lines

4.4.1	Analytic	Design	Technique
At	 very	 high	 frequencies,	 it	 is	 very	 difficult	 to	 implement	 lumped	 elements	 with
predefined	 accuracy	 in	 view	 of	 a	 significant	 effect	 of	 their	 parasitic	 parameters,	 for
example,	 the	 parasitic	 interturn	 and	 direct-to-ground	 capacitances	 for	 lumped	 inductors
and	 the	 stray	 inductance	 for	 lumped	 capacitors.	 However,	 these	 parasitic	 parameters
become	a	part	of	a	distributed	LC	structure	such	as	a	transmission	line	[3].	In	this	case,	for
a	 microstrip	 line,	 the	 series	 inductance	 is	 associated	 with	 the	 flow	 of	 current	 in	 the
conductor	and	the	shunt	capacitance	is	associated	with	the	strip	separated	from	the	ground
by	the	dielectric	substrate.	If	the	line	is	wide,	the	inductance	is	reduced	but	the	capacitance
is	 large.	However,	 for	 a	 narrow	 line,	 the	 inductance	 is	 increased,	 but	 the	 capacitance	 is
small.

Figure	4.26	shows	the	impedance	matching	circuit	 in	 the	form	of	a	 transmission-line
transformer	 connected	 between	 the	 source	 impedance	 ZS	 and	 load	 impedance	 ZL.	 The
input	 impedance	 as	 a	 function	of	 the	 length	of	 the	 transmission	 line	with	 arbitrary	 load
impedance	is

FIGURE	4.26	Transmission-line	impedance	transformer.

where	Z0	is	the	characteristic	impedance,	θ	=	βl	is	the	electrical	length	of	the	transmission
line,	 	 is	 the	phase	constant,	c	 is	 the	 speed	of	 light	 in	 free	 space,	μr	 is	 the
substrate	permeability,	εr	is	the	substrate	permittivity,	Ω	is	the	angular	frequency,	and	l	is
the	geometrical	length	of	the	transmission	line	[6,	16].

For	 a	 quarter-wavelength	 transmission	 line	 with	 θ	 =	 π/2,	 the	 expression	 for	 Zin	 is
simplified	to



from	which	it	follows	that,	for	example,	a	50-Ω	load	is	matched	to	a	12.5-Ω	source	with
the	characteristic	impedance	of	25	Ω.

Usually,	 such	 a	 quarter-wavelength	 impedance	 transformer	 is	 used	 for	 impedance
matching	in	a	narrow	frequency	bandwidth	of	10	to	20%,	and	its	length	is	chosen	at	the
bandwidth	 center	 frequency.	 However,	 using	 a	 multisection	 quarterwave	 transformer
widens	 the	bandwidth	and	expands	 the	choice	of	 the	 substrate	 to	 include	materials	with
high	dielectric	permittivity,	which	reduces	the	transformer’s	size.	For	example,	by	using	a
transformer	composed	of	seven	quarterwave	transmission	lines	of	different	characteristic
impedances,	 whose	 lengths	 are	 selected	 at	 the	 highest	 bandwidth	 frequency,	 the	 power
gain	flatness	of	±1	dB	is	achieved	over	 the	frequency	range	of	5	 to	10	GHz	for	a	15-W
GaAs	MESFET	power	amplifier	[17].

To	 provide	 a	 complex-conjugate	matching	 of	 the	 input	 transmission-line	 impedance
Zin	with	the	source	impedance	ZS	=	RS	+	jXS	when	RS	=	ReZin	and	XS	=	−ImZin,	Eq.	(4.63)
can	be	rewritten	as

For	 a	 quarter-wavelength	 transformer,	 Eq.	 (4.65)	 can	 be	 divided	 into	 two	 separate
equations	representing	the	real	and	imaginary	parts	of	the	source	impedance	ZS	as

For	a	purely	real	load	impedance	with	XL	=	0,	a	quarterwave	transmission	line	with	the
characteristic	 impedance	Z0	 can	 provide	 impedance	matching	 for	 a	 purely	 active	 source
and	load	only	when

Generally,	 Eq.	 (4.65)	 can	 be	 divided	 into	 two	 equations	 representing	 the	 real	 and
imaginary	parts,

Solving	Eqs.	(4.69)	and	(4.70)	for	the	two	independent	variables	Z0	and	θ	yields

As	a	result,	the	transmission	line	with	the	characteristic	impedance	Z0,	determined	by
Eq.	(4.71),	and	the	electrical	length	θ,	determined	by	Eq.	(4.72),	can	match	any	source	and
load	impedances	when	the	impedance	ratio	gives	a	positive	value	inside	the	square	root	in
Eq.	(4.71).



For	a	particular	case	of	a	purely	active	source	when	ZS	=	RS,	the	ratio	between	the	load
and	transmission-line	parameters	can	be	expressed	by

Then,	for	the	electrical	length	of	the	transmission	line	θ	=	π/4,	the	expression	for	the
characteristic	impedance	Z0	given	by	Eq.	(4.71)	can	be	simplified	to

whereas	the	required	real	source	impedance	RS	should	be	equal	to

Consequently,	 any	 load	 impedance	 can	 be	 transformed	 to	 a	 real	 source	 impedance
defined	by	Eq.	 (4.75)	 using	 a	 λ/8	 transformer,	 the	 characteristic	 impedance	 of	which	 is
equal	to	the	magnitude	of	the	load	impedance	[18].

Applying	the	same	approach	to	match	purely	resistive	load	with	the	source	impedance,
the	 total	matching	 circuit	 that	 includes	 two	 λ/8	 transformers	 and	 a	 λ/4	 transformer	 can
provide	 impedance	 matching	 between	 any	 complex	 source	 impedance	 ZS	 and	 load
impedance	ZL,	as	shown	in	Fig.	4.27.

FIGURE	4.27	Transmission-line	transformer	for	any	source	and	load	impedances.

In	 practice,	 to	 simplify	 the	 power	 amplifier	 design	 at	 microwave	 frequencies,	 the
simple	 matching	 circuits	 are	 very	 often	 used,	 including	 an	 L-transformer	 with	 a	 series
transmission	 line	 as	 the	 basic	 matching	 section.	 It	 is	 convenient	 to	 analyze	 the
transforming	 properties	 of	 this	 matching	 circuit	 by	 substituting	 the	 equivalent
transformation	 of	 the	 parallel	 RX	 circuit	 into	 the	 series	 one.	 For	 example,	 R1	 is	 the
resistance	and	X1	=	−1/ωC	is	the	reactance	of	the	impedance	Z1	=	jR1X1/(R1	+	jX1)	 for	a
parallel	RC	circuit,	and	Rin	=	ReZin	is	the	resistance	and	Xin	=	ImZin	is	the	reactance	of	the
impedance	Zin	=	Rin	+	jXin	for	the	series	transmission-line	circuit	shown	in	Fig.	4.28.



FIGURE	4.28	L-transformer	with	series	transmission	line.

For	a	complex-conjugate	matching	when	 	we	obtain

The	solution	of	Eq.	(4.76)	can	be	written	in	the	form	of	two	expressions	for	real	and
imaginary	impedance	parts	as

where	Q	 =	R1/|X1|	 =	Xin/Rin	 is	 the	 quality	 factor	 equal	 for	 both	 parallel	 capacitive	 and
series	 transmission-line	circuits.	By	using	Eq.	(4.63),	 the	real	and	imaginary	parts	of	 the
input	impedance	Zin	can	be	written	as

From	 Eq.	 (4.80),	 it	 follows	 that	 an	 inductive	 input	 impedance	 (necessary	 to
compensate	for	the	capacitive	parallel	component)	is	provided	when	Z0	>	R2	 for	θ	<	π/2
and	Z0	 <	R2	 for	 π/2	 <	 θ	 <	π.	 As	 a	 result,	 to	 transform	 the	 resistance	R1	 into	 the	 other
resistance	R2	 at	 the	 given	 frequency,	 it	 is	 necessary	 to	 connect	 a	 two-port	 low-pass	L-
transformer	(including	a	parallel	capacitor	and	a	series	 transmission	 line)	between	 them.
When	 one	 parameter	 (usually	 the	 characteristic	 impedance	Z0)	 is	 known,	 the	matching
circuit	parameters	can	be	calculated	from	the	following	two	equations:

where



is	the	circuit	(loaded)	quality	factor	defined	as	a	function	of	the	resistances	R1	and	R2	and
the	parameters	of	the	transmission	line	(characteristic	impedance	Z0	and	electrical	length
θ).

It	follows	from	Eqs.	(4.82)	and	(4.83)	that	the	electrical	length	θ	can	be	calculated	as	a
result	of	the	numerical	solution	of	a	transcendental	equation	with	one	unknown	parameter.
However,	it	is	more	convenient	to	combine	these	two	equations	and	to	rewrite	them	in	the
implicit	form	of

Figure	 4.29	 shows	 the	 resistance	 ratio	 of	 R1/R2	 as	 a	 function	 of	 the	 normalized
parameter	Z0/R2	 and	 electrical	 length	θ	 in	 the	 form	of	 two	nomographs:	 for	 the	 case	of
Z0/R2	>	0	shown	in	Fig.	4.29(a)	and	for	the	case	of	Z0/R2	<	0	shown	in	Fig.	4.29(b).	When
the	input	resistance	R1	and	load	resistance	R2	are	known	in	advance,	it	is	easy	to	evaluate
the	 required	 value	 of	 θ	 for	 a	 fixed	 transmission-line	 characteristic	 impedance	Z0	 using
these	nomographs.	The	graphical	results	show	that,	in	contrast	to	a	lumped	L-transformer,
a	transmission-line	L-transformer	can	match	purely	resistive	source	and	load	impedances
with	any	ratio	of	R1/R2.





FIGURE	4.29	Nomographs	for	calculating	transmission-line	L-transformer.

A	π-transformer	can	be	realized	by	back-to-back	connection	of	the	two	L-transformers,
as	 shown	 in	 Fig.	 4.30(a),	 where	 the	 resistances	 R1	 and	 R2	 are	 transformed	 into	 some
intermediate	resistance	R0.	In	this	case,	to	minimize	the	length	of	a	transmission	line,	the
value	of	R0	should	be	smaller	than	that	of	both	R1	and	R2,	that	is,	R0	<	(R1,	R2).	The	same
procedure	for	a	T-transformer	shown	in	Fig.	4.30(b)	gives	a	value	of	R0	that	is	larger	than
that	of	both	R1	and	R2,	that	is,	R0	>	(R1,	R2).	Then,	for	a	T-transformer	two	shunt	adjacent
capacitors	 are	 combined,	 whereas,	 for	 a	 π-transformer	 two	 adjacent	 series	 transmission
lines	are	combined	into	a	single	transmission	line	with	total	electrical	length.

FIGURE	4.30	π-	and	T-transformers	with	transmission	lines.

For	a	π-transformer,	the	lengths	of	each	part	of	the	combined	transmission	line	can	be
calculated	 by	 equating	 the	 imaginary	 parts	 of	 the	 impedances	 from	 both	 sides	 at	 the
reference	plane	A−A′	to	zero,	which	means	that	the	intermediate	impedance	R0	is	real.	This
leads	 to	 two	 quadratic	 equations	 to	 calculate	 the	 electrical	 lengths	 θ1	 and	 θ2	 of	 the
combined	series	transmission	line	written	as



where	Q1	=	ωC1R1	and	Q2	=	ωC2R2.

However,	 to	simplify	 the	matching	circuit	design	procedure,	 it	 is	very	helpful	 to	use
the	nomographs	shown	in	Fig.	4.29.	If	the	values	of	R1	and	R2	are	selected	in	advance	to
set	the	intermediate	resistance	R0	and	the	characteristic	impedance	of	the	transmission	line
Z0	 is	 known,	 the	 values	 of	 θ1	 and	 θ2	 can	 be	 easily	 determined	 from	 one	 of	 these
nomographs.

A	widely	used	two-port	π-transformer	with	two	shunt	capacitors	along	with	its	design
formulas	 is	shown	in	Fig.	4.31	[19].	Such	a	 transformer	can	be	conveniently	used	as	an
output	matching	 circuit	 when	 the	 device	 collector	 (or	 drain-source)	 capacitance	 can	 be
considered	as	a	first	shunt	capacitance	and	the	parasitic	series	lead	inductance	can	easily
be	added	to	a	series	transmission	line.	Also,	it	is	convenient	to	use	this	transformer	as	the
matching	 circuits	 in	 balanced	 power	 amplifiers	 where	 the	 shunt	 capacitors	 can	 be
connected	 between	 series	 transmission	 lines	 due	 to	 effect	 of	 virtual	 grounding.	 The
schematic	 of	 a	 transmission-line	 two-port	 T-transformer	 with	 the	 series	 and	 shunt
capacitors	along	with	the	design	formulas	is	given	in	Fig.	4.32	[19].



FIGURE	4.31	Transmission-line	π-transformer	and	relevant	equations.



FIGURE	4.32	Transmission-line	T-transformer	and	relevant	equations.

4.4.2	Equivalence	between	Circuits	with	Lumped	and
Distributed	Parameters

Generally,	 the	 input	 impedance	of	 the	 transmission	 line	at	a	particular	 frequency	can	be
expressed	as	that	of	a	lumped	element,	the	equivalence	of	which	for	a	shunt	inductor	L	is
shown	 in	 Fig.	 4.33(a)	 and	 for	 a	 shunt	 capacitor	 C	 is	 shown	 in	 Fig.	 4.33(b).	 If	 load
represents	a	short	when	ZL	=	0,	from	Eq.	(4.63)	it	follows	that



FIGURE	4.33	Equivalence	between	lumped	element	and	transmission	line.

which	 corresponds	 to	 the	 inductive	 input	 impedance	 for	 θ	 <	 π/2.	 The	 equivalent
inductance	L	at	the	required	angular	frequency	ω	is	calculated	from

where	Xin	=	ImZin	is	the	input	reactance.	This	means	that	the	network	shunt	inductor	can
equivalently	 be	 replaced	 with	 an	 short-circuited	 transmission	 line	 of	 characteristic
impedance	Z0	and	electrical	length	θ.

Similarly,	when	ZL	=	∞,

which	 corresponds	 to	 the	 capacitive	 input	 impedance	 for	 θ	 <	 π/2.	 The	 equivalent
capacitance	C	at	the	required	angular	frequency	ω	is	determined	from



These	equivalences	between	lumped	elements	and	transmission	lines	are	exact	at	 the
required	 design	 frequency	 only.	 The	 reactance	 of	 the	 inductor	 increases	 linearly	 with
increasing	frequency,	whereas	the	reactance	of	a	shorted	line	increases	as	tanθ.	For	a	short
transmission	line	when	θ	<<	90°,	the	input	impedance	increases	linearly	with	frequency	as
tanθ	 ≈	 θ.	 Therefore,	 the	 short-circuited	 transmission	 line	 behaves	 like	 an	 inductor	 and
open-circuited	 transmission	 line	 behaves	 like	 a	 capacitor	 over	 a	 range	 of	 frequencies
where	the	electrical	lengths	of	these	transmission	lines	are	much	less	than	90°.

To	define	the	single-frequency	equivalence	between	π-transformers	using	lumped	and
distributed	elements,	it	is	convenient	to	use	two-port	transmission	ABCD-parameters.	The
transmission	 ABCD-matrices	 of	 these	 π-transformers	 shown	 in	 Fig.	 4.34(a)	 can
respectively	be	given	by





FIGURE	4.34	Lumped	and	transmission	line	matching-circuit	equivalence.

where	θ	is	the	electrical	length	of	a	transmission	line	at	the	required	angular	frequency	ω.

Because	equivalent	circuits	must	have	equal	matrix	elements,	then,	for	AL	=	AT	and	BL
=	BT,	we	can	write

As	a	result,	the	equivalent	series	inductance	can	be	expressed	through	the	parameters
of	the	transmission	line	as

whereas	 the	 relationship	 between	 the	 shunt	 capacitance	C	 from	 a	 lumped	π-transformer
and	the	shunt	capacitance	CT	from	a	transmission-line	π-transformer	can	be	obtained	by

From	Eq.	(4.96),	it	follows	that	CT	≈	C	for	high	values	of	the	characteristic	impedance
Z0	 when	 ωCZ0	 >>	 1	 or	 small	 values	 of	 the	 electrical	 length	 θ	 when	 cosθ	 ≈	 1.
Consequently,	the	series	lumped	inductor	L	can	be	replaced	by	a	short	transmission	line,
the	 parameters	 of	 which	 can	 be	 calculated	 according	 to	 Eq.	 (4.95).	 The	 characteristic
impedance	of	the	series	transmission	line	is	chosen	to	be	sufficiently	high	to	provide	better
accuracy.

Similarly,	to	define	the	single-frequency	equivalence	between	a	lumped	T-transformer
and	 a	 transmission-line	 transformer	 shown	 in	 Fig.	 4.34(b),	 their	 transmission	 ABCD-
matrices	can	respectively	be	given	by

where	θ	is	the	electrical	length	of	a	transmission	line	at	the	required	angular	frequency	ω.

For	equivalent	matrix	elements	AL	=	AT	and	CL	=	CT,



As	 a	 result,	 the	 equivalent	 shunt	 capacitance	 C	 can	 be	 expressed	 through	 the
parameters	of	the	transmission	line	as

whereas	the	relationship	between	the	series	inductance	L	from	a	lumped	T-transformer	and
the	series	inductance	LT	from	a	transmission-line	transformer	can	be	obtained	by

From	 Eq.	 (4.102),	 it	 follows	 that	 LT	 ≈	 L	 for	 small	 values	 of	 the	 characteristic
impedance	Z0	when	ωL/Z0	>>	1	or	small	values	of	the	electrical	length	θ	when	cosθ	≈	1.
Consequently,	the	shunt	lumped	capacitor	C	can	be	replaced	by	a	short	transmission	line,
the	 parameters	 of	 which	 can	 be	 calculated	 according	 to	 Eq.	 (4.101).	 In	 this	 case,	 the
characteristic	impedance	of	the	series	transmission	line	is	chosen	to	be	sufficiently	low	to
provide	better	accuracy.

4.4.3	Narrow-Band	Microwave	Power	Amplifier
As	an	example,	 consider	 the	design	of	 a	 transmission-line	output	matching	circuit	 for	 a
1.6-GHz	bipolar	power	amplifier	that	operates	at	a	supply	voltage	of	24	V	and	provides	an
output	 power	 of	 5	 W	 with	 a	 power	 gain	 of	 about	 10	 dB.	 These	 requirements	 can	 be
satisfied	by	using	an	n-p-n	silicon	microwave	transistor	intended	to	operate	in	Class-AB
power	amplifiers	for	a	frequency	range	of	1.5	to	1.7	GHz.	At	the	operating	frequency	of
1.6	GHz,	let	the	output	device	impedance	be	Zout	=	(5.5	−	j6.5)	Ω,	which	corresponds	to	a
series	combination	of	the	transistor	equivalent	output	resistance	and	capacitance.	To	match
this	capacitive	impedance	to	the	standard	50-Ω	load,	it	is	best	to	use	a	matching	circuit	in
the	form	of	a	T-transformer	shown	in	Fig.	4.32.	Figure	4.35	shows	the	complete	two-port
network,	including	the	output	device	impedance	and	matching	circuit.



FIGURE	4.35	Complete	output	two-port	network	circuit.

The	 circuit	 should	 compensate	 for	 the	 series	 capacitance	 inherent	 in	 the	 equivalent
output	 impedance.	 For	 the	 small	 electrical	 length	 when	 tanθin	 ≈	 θin	 and	 characteristic
impedance	Z0	>>	Rout,	Eqs.	 (4.79)	 and	 (4.80)	 in	 terms	of	 the	 output	 resistance	Rout	 and
reactance	Xout	can	respectively	be	simplified	to

where	 θ2	 is	 a	 part	 of	 the	 total	 transmission	 line	 that	 is	 required	 to	 compensate	 for	 the
output	capacitive	reactance.	If	Z0	is	chosen	to	be	50	Ω,	θ2	=	6.5/50	=	0.13	radians,	which
is	equal	to	the	electrical	length	of	approximately	7.5°.	Then,	the	value	of	a	quality	factor
Q2	is	calculated	as

Consequently,	Q2	must	 be	 larger	 than	 2.84.	 For	 example,	 a	 value	 of	Q2	 =	 3	 can	 be
chosen	 to	yield	a	3-dB	frequency	bandwidth	of	1.6	GHz/3	=	533	MHz.	As	a	 result,	 the
values	of	the	output	matching	circuit	parameters	are



The	 function	 of	 each	 element	 for	 visual	 effect	 can	 be	 traced	 on	 the	 Smith	 chart,	 as
shown	in	Fig.	4.36.	The	easiest	and	most	convenient	way	to	plot	the	traces	of	the	matching
circuit	 elements	 is	 to	 first	plot	 the	 traces	of	Q1	and	Q2,	 then	plot	 the	 trace	of	 the	 series
transmission	line	as	far	as	 the	 intersection	point	with	Q2-circle,	 followed	by	 the	plotting
the	 trace	of	 the	shunt	capacitance	C2	 as	 far	 as	 the	 intersection	point	with	Q1-circle,	and
finally	plot	the	trace	of	the	series	capacitance	C1	to	the	center	50-Ω	point.	The	plot	of	the
series	transmission	line	represents	an	arc	of	the	circle	with	the	center	point	at	the	center	of
the	Smith	chart.





FIGURE	4.36	Smith	chart	with	elements	from	Figure	4.35.

4.4.4	Broadband	UHF	High-Power	Amplifier
Now	consider	 the	 design	 example	 of	 a	 broadband	150-W	power	 amplifier	 that	 operates
over	a	frequency	bandwidth	of	470	to	860	MHz,	uses	a	28-V	supply	voltage,	and	provides
a	 power	 gain	 of	 more	 than	 10	 dB.	 In	 this	 case,	 it	 is	 convenient	 to	 use	 a	 high-power
balanced	LDMOSFET	device	specially	designed	for	UHF	TV	transmitters.	Let	us	assume
that	the	manufacturer	states	the	value	of	input	impedance	for	each	transistor-balanced	part
as	Zin	=	(1.7	+	j1.3)	Ω	at	the	center	bandwidth	frequency	 	The
input	impedance	Zin	represents	a	series	combination	of	the	input	resistance	and	inductive
reactance.	To	cover	the	required	frequency	bandwidth,	low-Q	matching	circuits	should	be
used	to	reduce	in-band	amplitude	ripple	and	improve	input	VSWR.

To	achieve	a	3-dB	frequency	bandwidth,	the	value	of	a	quality	factor	must	be	less	than
Q	=	635/(860	–	470)	=	1.63.	Based	on	this	value	of	Q,	the	next	step	is	to	define	a	number
of	matching	sections.	For	example,	 for	a	single-stage	 input	 lumped	matching	circuit,	 the
value	of	quality	factor	Q	is

which	means	that	the	entire	frequency	range	can	be	appropriately	cover	using	a	multistage
matching	circuit	only.

In	 this	 case,	 it	 is	 important	 that	 the	 device	 input	 quality	 factor	 is	 smaller	 than	1.63,
being	 equal	 to	Qin	 =	 1.3/1.7	=	 0.76.	 It	 is	 very	 convenient	 to	 design	 the	 input	matching
circuit	(as	well	as	 the	output	matching	circuit)	by	using	simple	low-pass	L-transformers,
composed	of	the	series	transmission	line	and	shunt	capacitor	each,	with	a	constant	value	of
Q	for	each	balanced	part	of	the	active	device.	Then,	these	two	input	matching	circuits	are
combined	by	 inserting	shunt	capacitors,	 the	values	of	which	are	 reduced	 twice,	between
the	two	series	transmission	lines.

To	match	 the	 series	 input	 inductive	 impedance	 to	 the	 standard	50-Ω	 source,	we	use
three	low-pass	L-transformers,	as	shown	in	Fig.	4.37.	In	this	case,	the	input	resistance	Rin
can	 be	 assumed	 to	 be	 constant	 over	 entire	 frequency	 range.	 At	 the	 center	 bandwidth
frequency	of	635	MHz,	the	input	inductance	is	equal	approximately	to	0.3	nH.	By	taking
this	 inductance	 into	 account,	 it	 is	 necessary	 to	 subtract	 the	 appropriate	 value	 of	 the
electrical	 length	θin	 from	 the	 total	 electrical	 length	θ3.	Because	 of	 the	 short	 size	 of	 this
transmission	line	when	tanθin	≈	θin,	a	value	of	θin	can	be	easily	calculated	in	accordance
with



FIGURE	4.37	Complete	broadband	input	two-port	network	circuit.

According	to	Eq.	(4.83),	 there	are	 two	simple	possibilities	 to	provide	 input	matching
using	a	 technique	with	 equal	quality	 factors	of	L-transformers.	One	option	 is	 to	use	 the
same	values	of	characteristic	impedance	for	all	transmission	lines;	the	other	one	is	to	use
the	 same	electrical	 lengths	 for	all	 transmission	 lines.	Consider	 the	 first	 approach,	which
also	 allows	 direct	 use	 of	 the	 Smith	 chart,	 and	 choose	 the	 value	 of	 the	 characteristic
impedance	Z0	=	Z01	=	Z02	=	Z03	=	50	Ω.	The	ratio	of	input	and	output	resistances	can	be
written	as

which	gives	the	values	R2	=	16.2	Ω	and	R3=	5.25	Ω	for	Rsource	=	R1	=	50	Ω	and	Rin	=	1.7
Ω.	 The	 values	 of	 electrical	 lengths	 are	 determined	 from	 the	 nomograph	 shown	 in	 Fig.
4.29(a)	as	θ1	=	30°,	θ2	=	7.5°,	and	θ3	=	2.4°.

To	 calculate	 the	 quality	 factor	Q,	 from	Eq.	 (4.83)	which	must	 be	 equal	 for	 each	L-
transformer,	 it	 is	 enough	 to	know	 the	electrical	 length	θ1	of	 the	 first	L-transformer.	 The
remaining	two	electrical	lengths	can	be	directly	obtained	from	Eq.	(4.82).	As	a	result,	the
quality	factor	of	each	L-transformer	is	equal	to	a	value	of	Q	=	1.2.	The	values	of	the	shunt
capacitances	using	Eq.	(4.81)	are	C1	=	6	pF,	C2	=	19	pF,	and	C3	=	57	pF.

For	a	constant	Q,	we	can	simplify	significantly	the	design	of	the	matching	circuit	by
using	the	Smith	chart.	After	calculating	the	value	of	Q,	it	is	necessary	to	plot	a	constant	Q-
circle	on	the	Smith	chart.	Figure	4.38	shows	 the	 input	matching	circuit	design	using	 the
Smith	chart	with	 a	 constant	Q-circle,	where	 the	 curves	 for	 the	 series	 transmission	 lines
represent	 the	 arcs	 of	 the	 circles	with	 center	 point	 at	 the	 center	 of	 the	 Smith	 chart.	 The
capacitive	 traces	 are	 moved	 along	 the	 circles	 with	 the	 increasing	 susceptances	 and
constant	conductances.





FIGURE	4.38	Smith	chart	with	elements	from	Fig.	4.37.

Another	approach	assumes	the	same	values	of	electrical	lengths	θ	=	θ1	=	θ2	=	θ3,	and
calculates	 the	 characteristic	 impedances	 of	 series	 transmission	 lines	 from	 Eq.	 (4.83)	 at
equal	ratios	of	the	input	and	output	resistances	according	to	Eq.	(4.106).	Such	an	approach
is	 more	 convenient	 in	 practical	 design,	 because,	 when	 using	 the	 microstrip	 lines	 with
standard	characteristic	impedance	Z0	=	50	Ω,	the	electrical	length	of	the	transmission	line
adjacent	to	the	active	device	input	terminal	is	usually	too	short.	In	this	case,	it	makes	sense
to	set	the	characteristic	impedance	of	the	first	transmission	line	to	Z01	=	50	Ω.	Then,	the
value	of	θ	=	30°	is	determined	directly	from	the	nomograph	shown	in	Fig.	4.29(a).	Further
calculation	of	Q	from	Eq.	(4.81)	for	fixed	θ	and	Z0/R2	yields	Q	=	1.2.	The	characteristic
impedances	of	 the	 remaining	 two	 transmission	 lines	 are	 then	 calculated	 easily	 from	Eq.
(4.81)	or	Eq.	(4.83).	Their	values	are	Z02	=	15.7	Ω	and	Z03	=	5.1	Ω	with	the	same	values	of
the	shunt	capacitances.	Generally,	 the	characteristic	 impedances	and	electrical	 lengths	of
the	transmission	lines	can	be	optimized	for	convenience	of	practical	implementation.

4.5	Types	of	Transmission	Lines
Several	types	of	transmission	lines	are	available	when	designing	RF	and	microwave	active
and	 passive	 circuits.	 Coaxial	 lines	 have	 very	 high	 bandwidth	 and	 high	 power-handling
capability,	and	are	widely	used	for	impedance	transformers	and	power	combiners.	Planar
transmission	lines	as	an	evolution	of	the	coaxial	and	parallel-wire	lines	are	compact	and
readily	 adaptable	 to	 hybrid	 and	monolithic	 integrated	 circuit	 fabrication	 technologies	 at
RF	and	microwave	frequencies	[20].	If	coaxial	line	is	deformed	in	such	a	manner	that	both
the	center	and	outer	conductors	are	square	or	rectangular	in	cross	section,	and	then	if	side
walls	 of	 the	 rectangular	 coaxial	 system	 are	 extended	 to	 infinity,	 the	 resultant	 flat-strip
transmission	 system	 would	 have	 a	 form	 factor	 that	 is	 adaptable	 to	 the	 printed-circuit
technique.	Similarly,	if	the	parallel-wire	line	is	replaced	by	its	equivalent	of	a	single	wire
and	its	image	in	a	conducting	ground	plane,	and	if	this	single	wire	is	in	turn	progressively
distorted	 into	 a	 flat	 strip,	 the	 resulting	 transmission	 system	 is	 again	 a	 planar	 structure.
There	is	an	important	aspect	that	differs	flat-strip	transmission	lines	from	coaxial	lines.	In
a	 coaxial	 line,	 an	 impedance	 discontinuity	 acts	 as	 a	 shunt	 capacitance,	 whereas	 a
discontinuity	in	a	flat	strip	has	a	series	inductance	in	its	equivalent	circuit.	Holes	and	gaps
in	 center	 conductor	 strips	 also	 represent	 discontinuities	 that	 can	 be	 utilized	 in	 many
applications	to	microwave	circuitry.

4.5.1	Coaxial	Line
A	main	type	of	wave	propagated	along	a	coaxial	line	shown	in	Fig.	4.39	is	the	transverse
electromagnetic	(TEM)	wave.	When	the	transverse	fields	of	a	TEM	wave	are	the	same	as
the	static	fields	that	can	exist	between	the	conductors,	the	electromagnetic	properties	of	a
coaxial	line	can	be	characterized	by	the	following	parameters:



FIGURE	4.39	Coaxial	line	structure.

the	shunt	capacitance	per	unit	length

where	a	is	the	radius	of	inner	conductor	and	b	is	the	inner	radius	of	outer	conductor,

the	series	inductance	per	unit	length

where	μ0	=	4π	×	10−7	H/m	is	the	permeability	of	free	space	and	μr	is	the	relative	magnetic
constant	or	substrate	permeability,

the	series	resistance	per	unit	length

where	 	 is	 the	 surface	 resistivity,	 ρ	 is	 the	 metallization	 electrical
resistivity,	Δ(f)	is	the	penetration	depth,	and	f	is	the	frequency,



the	shunt	conductance	per	unit	length

where	σ	is	the	dielectric	conductivity	and	tanδ	is	the	dielectric	loss	tangent,

the	characteristic	impedance

where	 	 is	 the	 wave	 impedance	 of	 the	 lossless	 coaxial	 line	 identical	 to	 the
intrinsic	impedance	of	the	medium	[21].

The	conductor	loss	factor	(in	Np/m)	can	be	written	as

whereas	the	dielectric	loss	factor	(in	Np/m)	can	be	defined	by

where	λ	is	the	free-space	wavelength.

4.5.2	Stripline
The	geometry	of	a	commonly	used	stripline	is	shown	in	Fig.	4.40.	The	strip	conductor	of
width	W	is	placed	between	two	flat	dielectric	substrates	with	the	same	dielectric	constant.
The	outer	surfaces	of	 these	substrates	are	metalized	and	serve	as	a	ground	conductor.	In
practice,	 the	 strip	 conductor	 is	 etched	 on	 one	 of	 the	 dielectric	 substrates	 by
photolithography	process.	Because	 the	 stripline	has	 two	conductors	 and	a	homogeneous
dielectric,	 it	 can	 support	 a	 pure	 TEM	 propagation	 mode,	 that	 is	 the	 usual	 mode	 of
operation.	 The	 advantages	 of	 striplines	 are	 good	 electromagnetic	 shielding	 and	 low
attenuation	 losses,	 which	 make	 them	 suitable	 for	 high-Q	 and	 low-interference
applications.	 However,	 striplines	 require	 strong	 symmetry	 that	 makes	 their	 tuning
complicated	due	to	difficult	access	to	center	conductor.	As	a	result,	the	stripline	structure
is	not	convenient	for	incorporating	chip	elements	and	associated	bias	circuitry.



FIGURE	4.40	Stripline	structure.

The	 exact	 expression	 for	 the	 characteristic	 impedance	 of	 a	 lossless	 stripline	 of	 zero
thickness	is	given	by

where

is	the	complete	elliptic	integral	of	the	first	kind,	k	=	sech(πW/2b),	and	 .

An	expression	for	the	ratio	K(k)/K(k′)	can	be	simplified	to

which	provides	the	relative	error	lower	than	3×10−6	[24].

In	practice,	 it	makes	 sense	 to	use	 a	 sufficiently	 simple	 formula	without	 complicated
special	 functions	 [25].	 In	 this	 case,	 the	 formula	 for	Z0	 can	 be	written	within	 1%	of	 the
exact	results	as

where	We	is	the	effective	width	of	the	center	conductor	defined	by



For	a	stripline	with	a	TEM	propagation	mode,	the	dielectric	loss	factor	αd	is	the	same
as	for	coaxial	 line,	which	 is	determined	by	Eq.	 (4.113).	An	approximation	 result	 for	 the
conductor	loss	factor	αc	(in	Np/m)	can	be	obtained	by

with

where	t	is	the	thickness	of	the	strip	[16].

Figure	4.41	shows	 the	characteristic	 impedance	Z0	of	a	 stripline	as	a	 function	of	 the
normalized	strip	width	W/b	 for	various	εr	according	 to	Eqs.	 (4.117)	and	(4.118).	Typical
values	of	the	main	electrical	and	thermal	properties	of	some	substrate	materials	are	listed
in	Table	4.1.



FIGURE	4.41	Stripline	characteristic	impedance	versus	W/b.



TABLE	4.1	Electrical	and	Thermal	Properties	of	Substrate	Materials

4.5.3	Microstrip	Line
In	a	microstrip	line,	the	grounded	metallization	surface	covers	only	one	side	of	dielectric
substrate,	as	shown	in	Fig.	4.42.	Such	a	configuration	is	equivalent	to	a	pair-wire	system
for	 the	 image	of	 the	conductor	 in	 the	ground	plane	that	produces	 the	required	symmetry
[26].	 In	 this	 case,	 the	 electric	 and	magnetic	 field	 lines	 are	 located	 in	both	 the	dielectric
region	between	the	strip	conductor	and	the	ground	plane	and	in	the	air	region	above	the
substrate.	As	a	result,	the	electromagnetic	wave	propagated	along	a	microstrip	line	is	not	a
pure	TEM,	because	the	phase	velocities	in	these	two	regions	are	not	the	same.	However,	in
a	quasistatic	approximation,	which	gives	sufficiently	accurate	results	as	long	as	the	height
of	 the	dielectric	 substrate	 is	 very	 small	 compared	with	 the	wavelength,	 it	 is	 possible	 to
obtain	 the	 explicit	 analytical	 expressions	 for	 the	 electrical	 characteristics.	 Because
microstrip	line	is	an	open	structure,	it	has	a	major	fabrication	advantage	over	the	stripline



due	to	simplicity	of	practical	realization,	interconnection,	and	adjustments.

FIGURE	4.42	Microstrip	line	structure.

The	exact	expression	for	the	characteristic	impedance	of	a	lossless	microstrip	line	with
finite	strip	thickness	is	given	by	[27,	28]

where

Figure	4.43	shows	the	characteristic	impedance	Z0	of	a	microstrip	line	with	zero	strip
thickness	as	a	function	of	the	normalized	strip	width	W/h	for	various	εr	according	to	Eqs.
(4.122)	through	(4.125).



FIGURE	4.43	Microstrip	characteristic	impedance	versus	W/h.

In	 practice,	 it	 is	 possible	 to	 use	 a	 sufficiently	 simple	 formula	 to	 estimate	 the
characteristic	impedance	Z0	of	a	microstrip	line	with	zero	strip	thickness	written	as	[29]

For	a	microstrip	 line	 in	a	quasi-TEM	approximation,	 the	conductor	 loss	factor	αc	 (in
Np/m)	as	a	function	of	the	microstrip-line	geometry	can	be	obtained	by



with

where	We/h	is	given	by	Eqs.	(4.123)	and	(4.124)	[30].

The	dielectric	loss	factor	αd	(in	Np/m)	can	be	calculated	by

Conductor	loss	is	a	result	of	several	factors	related	to	the	metallic	material	composing
the	 ground	 plane	 and	 walls,	 among	 which	 are	 conductivity,	 skin	 effect,	 and	 surface
ruggedness.	For	most	microstrip	lines	(except	some	kinds	of	semiconductor	substrate	such
as	 silicon),	 the	 conductor	 loss	 is	 much	 more	 significant	 than	 the	 dielectric	 loss.	 The
conductor	 losses	 increase	 with	 increasing	 characteristic	 impedance	 due	 to	 greater
resistance	of	narrow	strips.	The	electrical	resistivity	of	some	conductor	materials	is	given
in	Table	4.2.



TABLE	4.2	Electrical	Resistivity	of	Conductor	Materials.

4.5.4	Slotline
Slotlines	are	usually	used	when	it	is	necessary	to	realize	a	high	value	of	the	characteristic
impedance	Z0	[31,	32].	A	slotline	is	dual	to	a	microstrip	line	and	represents	a	narrow	slot
between	 two	conductive	 surfaces,	one	of	which	 is	grounded.	Changing	 the	width	of	 the
slot	can	easily	change	the	characteristic	impedance	of	the	slotline.	The	transverse	electric
H-mode	 wave	 propagates	 along	 the	 slotline.	 The	 three	 basic	 types	 of	 slotlines	 include
unilateral,	antipodal,	and	bilateral.	The	geometry	of	a	unilateral	slotline	is	shown	in	Fig.
4.44,	with	a	narrow	gap	in	 the	conductive	coating	on	one	side	of	 the	dielectric	substrate
and	 being	 bare	 on	 the	 other	 side	 of	 substrate.	 Slotline	 can	 be	 used	 either	 alone	 or	with
microstrip	line	on	the	opposite	side	of	substrate.



FIGURE	4.44	Slotline	structure.

It	 is	 difficult	 to	 provide	 exact	 analytical	 expressions	 to	 calculate	 the	 slotline
parameters.	However,	 equations	 for	Z0	 can	be	obtained	 for	 a	quasi-TEM	approximation
with	zero	conductor	thickness	and	infinite	width	of	the	entire	slotline	system	written	as

for	0.02	≤	W/h	≤	0.2

for	0.2	≤	W/h	≤	1.0

where	 	and	λ	is	the	free-space	wavelength	[33].

Figure	4.45	shows	the	characteristic	impedance	Z0	of	a	slotline	within	the	error	of	2%
as	a	function	of	the	normalized	slot	width	W/h	for	h/λ	=	0.02	and	various	εr	=	9.7,	11,	12,
…,	20	calculated	by	Eqs.	(4.131)	and	(4.132).



FIGURE	4.45	Slotline	characteristic	impedance	versus	W/h.



4.5.5	Coplanar	Waveguide
A	coplanar	waveguide	(CPW)	is	similar	in	structure	to	a	slotline,	the	only	difference	being
a	 third	 conductor	 centered	 in	 the	 slot	 region.	 The	 center	 strip	 conductor	 and	 two	 outer
grounded	conductors	lie	in	the	same	plane	on	substrate	surface,	as	shown	in	Fig.	4.46	[34,
35].	 A	 coplanar	 configuration	 has	 some	 advantages	 such	 as	 low	 dispersion,	 ease	 of
attaching	shunt	and	series	circuit	components,	no	need	for	via	holes,	or	simple	realization
of	short-circuited	ends,	which	makes	a	CPW	suitable	for	hybrid	and	monolithic	integrated
circuits.	 In	 contrast	 to	 the	 microstrip	 and	 stripline,	 the	 CPW	 has	 shielding	 between
adjacent	 lines	 that	creates	a	better	 isolation	between	them.	However,	 like	microstrip	and
stripline,	 the	 CPW	 can	 be	 also	 described	 by	 a	 quasi-TEM	 approximation	 for	 both
numerical	 and	 analytical	 calculations.	 Because	 of	 the	 high	 dielectric	 constant	 of	 the
substrate,	most	of	 the	RF	energy	 is	 stored	 in	 the	dielectric	and	 the	 loading	effect	of	 the
grounded	 cover	 is	 negligible	 if	 it	 is	more	 than	 two	 slot	widths	 away	 from	 the	 surface.
Similarly,	the	thickness	of	the	dielectric	substrate	with	higher	relative	dielectric	constants
is	not	so	critical,	and	practically	it	should	be	one	or	two	times	the	width	W	of	the	slots.

FIGURE	4.46	Coplanar	waveguide	structure.

The	 approximate	 expression	 of	 the	 characteristic	 impedance	 Z0	 for	 zero	 metal
thickness	 that	 is	 satisfactorily	 accurate	 in	 a	 wide	 range	 of	 substrate	 thicknesses	 can	 be
written	as

where

	 	 and	 K	 is	 the	 complete
elliptic	integral	of	the	first	kind	[36].	The	values	of	ratios	K(k)/K(k′)	and	K(k1)/K(k′1)	can
be	defined	from	Eq.	(4.116).	Figure	4.47	shows	the	characteristic	impedance	Z0	of	a	CPW



as	 a	 function	 of	 the	 parameter	 s/(s	 +	 2W)	 for	 various	 εr	 according	 to	 Eqs.	 (4.133)	 and
(4.134).

FIGURE	4.47	Coplanar	waveguide	characteristic	impedance	versus	s/(s	+	2W).
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CHAPTER	5



I

Power	Transformers,	Combiners,	and
Couplers

t	is	critical,	particularly	at	higher	frequencies,	that	the	special	types	of	combiners	and
dividers	 are	 used	 to	 avoid	 insufficient	 power	 performance	 of	 the	 individual	 active

devices.	The	methods	of	configuration	of	 the	combiners	or	dividers	differ	depending	on
the	 operating	 frequency,	 frequency	 bandwidth,	 output	 power,	 and	 size	 requirements.
Coaxial	 cable	 combiners	 with	 ferrite	 cores	 are	 used	 to	 combine	 the	 output	 powers	 of
power	 amplifiers	 intended	 for	 wideband	 applications.	 The	 device	 output	 impedance	 is
usually	sufficiently	small	for	high	power	levels,	and	the	coaxial-line	transformers	are	often
used	to	match	this	impedance	with	a	standard	50-Ω	load,	especially	if	it	is	necessary	to	do
over	 wide	 frequency	 range.	 For	 narrow-band	 applications,	 the	 N-way	 Wilkinson
combiners	 are	 widely	 used	 due	 to	 their	 simple	 practical	 realization.	 At	 microwave
frequencies,	 the	 size	 of	 combiners	 should	 be	 very	 small,	 and	 therefore	 the	 hybrid
microstrip	combiners	(including	different	types	of	the	microwaves	hybrids	and	directional
couplers)	are	commonly	used	 to	combine	output	powers	of	 the	power	amplifiers.	 In	 this
chapter,	 the	 basic	 properties	 of	 three-	 and	 four-port	 networks,	 as	 well	 as	 a	 variety	 of
different	combiners,	transformers,	and	directional	couplers,	are	described.

5.1	Basic	Properties
Basic	 three-	 or	 four-port	 networks	 can	 be	 used	 to	 divide	 the	 output	 power	 of	 a	 single
power	 source	 or	 to	 combine	 the	 output	 powers	 of	 two	 or	 more	 power	 amplifiers.
Generally,	 the	multiport	 network	 required	 to	 combine	 the	 output	 powers	 of	N	 identical
power	sources	is	based	on	these	basic	networks.	In	this	case,	it	is	very	important	to	match
the	output	impedances	of	all	power	amplifiers	with	the	load	to	provide	the	overall	output
power	that	is	N	 times	larger	 than	the	output	power	of	a	single	power	amplifier.	Besides,
changes	in	the	operation	condition	of	one	power	amplifier	should	not	affect	the	operation
conditions	of	the	remaining	power	amplifiers.	To	satisfy	this	requirement,	all	 input	ports
of	the	combiner	should	be	decoupled	to	be	mutually	independent.	When	one	of	the	power
amplifiers	is	eliminated,	the	total	output	power	must	decrease	by	as	little	as	possible	to	be
within	 the	 limits	 of	 a	 maximum	 permissible	 level.	 In	 addition,	 the	 combiners	 can
effectively	be	used	for	both	narrow-band	and	broadband	transmitters.

5.1.1	Three-Port	Networks
The	 simplest	 devices	 used	 for	 power	 dividing	 and	 combining	 represent	 the	 three-port
networks	with	one	input	and	two	outputs,	as	shown	in	Fig.	5.1(a),	and	two	inputs	and	one
output	 in	 the	 power	 combiner,	 as	 shown	 in	 Fig.	 5.1(b).	 The	 scattering	 S-matrix	 of	 an
arbitrary	three-port	network	can	be	written	as



FIGURE	5.1	Schematic	diagrams	of	power	divider	and	power	combiner.

where	Sij	=	Sji	for	the	symmetric	scattering	S-matrix	when	all	components	are	passive	and
reciprocal.	In	this	case,	if	all	ports	are	appropriately	matched	(when	Sii	=	0),	the	scattering
S-matrix	reduces	to

A	lossless	condition	applied	to	a	fully	matched	S-matrix	given	by	Eq.	(5.2)	 requires	 it	 to
be	a	unitary	matrix	when

where	[S]*	is	the	matrix,	which	is	complex-conjugated	to	the	original	S-matrix	[1,	2].

As	a	result	of	multiplying	two	matrices,

From	Eq.	(5.5),	it	follows	that	at	least	two	of	three	available	parameters	S12,	S13,	and
S23	 should	be	zero,	which	 is	 inconsistent	with	at	 least	one	condition	given	by	Eq.	 (5.4).
This	means	 that	 a	 three-port	 network	 cannot	 be	 lossless,	 reciprocal,	 and	matched	 at	 all
ports.	However,	if	any	one	of	these	three	conditions	is	not	fulfilled,	a	physically	realizable
device	 is	 possible	 for	 practical	 implementation.	 A	 lossless	 and	 reciprocal	 three-port
network	can	be	realized	if	only	two	of	its	ports	are	matched,	or	it	is	lossy	being	reciprocal
and	fully	matched	at	all	three	ports,	as	in	the	case	of	the	resistive	divider.

If	a	reciprocal	three-port	network	represents	the	3-dB	power	divider	when,	for	a	given
input	power	at	the	port	1,	the	output	powers	at	the	ports	2	and	3	are	equal,	then,	according
to	Eq.	(5.4),



5.1.2	Four-Port	Networks
The	 four-port	networks	are	used	 for	directional	power	coupling	when,	 for	 a	given	 input
signal	at	the	port	1,	the	output	signals	are	delivered	to	the	ports	2	and	3,	and	no	power	is
delivered	 to	 the	 port	 4	 (ideal	 case),	 as	 shown	 in	 Fig.	 5.2.	 The	 scattering	S-matrix	 of	 a
reciprocal	four-port	network	matched	at	all	its	ports	is	given	by

FIGURE	5.2	Schematic	diagram	of	directional	coupler.

where	Sij	=	Sji	for	the	symmetric	scattering	S-matrix	when	all	components	are	passive	and
reciprocal.	 In	 this	case,	 the	power	supplied	 to	 the	 input	port	1	 is	coupled	 to	 the	coupled
port	3	with	a	coupling	factor	|S13|2,	whereas	the	remainder	of	the	input	power	is	delivered
to	the	through	port	2	with	a	coupling	factor	|S12|2.

For	a	 lossless	 four-port	network,	 the	unitary	condition	of	 the	 fully	matched	S-matrix
given	by	Eq.	(5.7)	results	in

which	implies	a	full	isolation	between	ports	2	and	3,	and	ports	1	and	4	respectively	when

and	that

The	scattering	S-matrix	of	such	a	directional	coupler,	matched	at	all	its	ports	with	two
decoupled	two-port	networks,	reduces	to



The	directional	coupler	can	be	classified	according	to	the	phase	shift	φ	between	its	two
output	ports	2	and	3	as	the	in-phase	coupler	with	φ	=	0,	quadrature	coupler	with	φ	=	90°	or
π/2,	and	out-of-phase	coupler	with	φ	=	180°	or	π.	The	following	important	quantities	are
used	to	characterize	the	directional	coupler:

•			The	power-split	ratio	or	power	division	ratio	K2,	which	is	calculated	as	the
ratio	of	powers	at	the	output	ports	when	all	ports	are	nominally	(reflectionless)
terminated,

•			The	insertion	loss	C12,	which	is	calculated	as	the	ratio	of	powers	at	the	input
port	1	relative	the	output	port	2,

•			The	coupling	C13,	which	is	calculated	as	the	ratio	of	powers	at	the	input	port
1	relative	to	the	output	port	3,

•			The	directivity	C34,	which	is	calculated	as	the	ratio	of	powers	at	the	output
port	3	relative	to	the	isolated	port	4,

•			The	isolation	C14	and	C23,	which	are	calculated	as	the	ratios	of	powers	at	the
input	port	1	relative	to	the	isolated	port	4	and	between	the	two	output	ports	(output
port	2	is	considered	an	input	port),	respectively,

•			The	voltage	standing	wave	ratio	at	each	port	or	VSWRi,	where	i	=	1,	2,	3,	4,
which	is	calculated	as

In	 an	 ideal	 case,	 the	 directional	 coupler	 would	 have	 VSWRi	 =	 1	 at	 each	 port,	 an
insertion	loss	C12	=	3	dB,	a	coupling	C13	=	3	dB,	an	infinite	isolation	and	a	directivity	C14



=	C23	=	C34	=	∞.

5.2	Transmission-Line	Transformers	and
Combiners

The	 transmission-line	 transformers	 and	 combiners	 can	 provide	 very	 wide	 operating
bandwidths	 and	operate	up	 to	 frequencies	of	 3	GHz	and	higher	 [3,	4].	They	are	widely
used	in	matching	networks	for	antennas	and	power	amplifiers	in	the	HF	and	VHF	bands,
as	well	 as	 in	mixer	 circuits,	 and	 their	 low	 losses	make	 them	 especially	 useful	 in	 high-
power	 circuits	 [5,	 6].	 Typical	 structures	 for	 transmission-line	 transformers	 consist	 of
parallel	 wires,	 coaxial	 cables,	 or	 bifilar	 twisted	 wire	 pairs.	 In	 the	 latter	 case,	 the
characteristic	 impedance	 can	 easily	 be	 determined	 by	 the	 wire	 diameter,	 the	 insulation
thickness,	and,	to	some	extent,	by	the	twisting	pitch	[7,	8].	For	coaxial	cable	transformers
with	correctly	chosen	characteristic	impedance,	the	theoretical	high-frequency	bandwidth
limit	 is	 reached	 when	 the	 cable	 length	 comes	 in	 order	 of	 a	 half	 wavelength,	 with	 the
overall	 achievable	 bandwidth	 being	 about	 a	 decade.	 By	 introducing	 the	 low-loss	 high-
permeability	 ferrites	 alongside	 a	 good-quality	 semi-rigid	 coaxial	 or	 symmetrical	 strip
cable,	 the	 low	 frequency	 limit	 can	 be	 significantly	 improved	 providing	 bandwidths	 of
several	or	more	decades.

The	 concept	 of	 a	 broadband	 impedance	 transformer	 consisted	 of	 a	 pair	 of
interconnected	 transmission	 lines	was	 first	 disclosed	 and	described	by	Guanella	 [9,	10].
Figure	5.3(a)	 shows	 the	Guanella	 transformer	 system	with	 a	 transmission-line	 character
achieved	by	an	arrangement	comprising	one	pair	of	cylindrical	coils,	which	are	wound	in
the	same	sense	and	are	spaced	a	certain	distance	apart	by	an	intervening	dielectric.	In	this
case,	 one	 cylindrical	 coil	 is	 located	 inside	 the	 insulating	 cylinder	 and	 the	 other	 coil	 is
located	on	the	outside	of	this	cylinder.	For	the	currents	flowing	through	both	windings	in
opposite	directions,	 the	corresponding	flux	in	 the	coil	axis	 is	negligibly	small.	However,
for	 the	 currents	 flowing	 in	 the	 same	 direction	 through	 both	 coils,	 the	 latter	 may	 be
assumed	to	be	connected	in	parallel,	and	a	coil	pair	represents	a	considerable	inductance
for	such	currents	and	acts	 like	a	choke	coil.	With	 the	 terminal	4	being	grounded,	such	a
1:1	 transformer	 provides	 matching	 of	 a	 balanced	 source	 to	 an	 unbalanced	 load	 and	 is
called	 the	balun	 (balanced-to-unbalanced	 transformer).	 In	 this	 case,	 if	 the	 terminal	 2	 is
grounded,	it	represents	simply	a	delay	line.	In	a	particular	case,	when	the	terminals	2	and	3
are	grounded,	the	transformer	performs	as	a	phase	inverter.	The	series-parallel	connection
of	 a	 plurality	 of	 coil	 pairs	 can	 produce	 a	 match	 between	 unequal	 source	 and	 load
resistances.	 Figure	 5.3(b)	 shows	 a	 4:1	 impedance	 (2:1	 voltage)	 transmission-line
transformer	 where	 the	 two	 pairs	 of	 cylindrical	 transmission-line	 coils	 are	 connected	 in
series	at	the	input	and	in	parallel	at	the	output.	For	the	characteristic	impedance	Z0	of	each
transmission	 line,	 this	 results	 in	 two	 times	 higher	 impedance	 2Z0	 at	 the	 input	 and	 two
times	 lower	 impedance	 Z0/2	 at	 the	 output.	 By	 grounding	 the	 terminal	 4,	 such	 a	 4:1
impedance	 transformer	 provides	 impedance	 matching	 of	 the	 balanced	 source	 to	 the
unbalanced	load.	In	this	case,	when	the	terminal	2	is	grounded,	it	performs	as	a	4:1	unun
(unbalanced-to-unbalanced	transformer).	With	a	series-parallel	connection	of	n	coil	pairs
with	 the	 characteristic	 impedance	Z0	 each,	 the	 input	 impedance	 is	 equal	 to	nZ0	 and	 the



output	impedance	is	equal	to	Z0/n.	Because	Guanella	transformer	adds	voltages	that	have
equal	 delays	 through	 the	 transmission	 lines,	 such	 a	 technique	 results	 in	 the	 so-called
equal-delay	transmission-line	transformers.



FIGURE	5.3	Schematic	configurations	of	Guanella	1:1	and	4:1	transformers.



The	simplest	transmission-line	transformer	represents	a	quarterwave	transmission	line
whose	 characteristic	 impedance	 is	 chosen	 to	give	 the	 correct	 impedance	 transformation.
However,	 this	 transformer	 provides	 a	 narrow-band	 performance	 valid	 only	 around
frequencies,	for	which	the	transmission	line	is	odd	multiples	of	a	quarter-wavelength.	If	a
ferrite	 sleeve	 is	 added	 to	 the	 transmission	 line,	 common-mode	 currents	 flowing	 in	 both
transmission-line	 inner	 and	 outer	 conductors	 in	 phase	 and	 in	 the	 same	 direction	 are
suppressed	 and	 the	 load	 may	 be	 balanced	 and	 floating	 above	 ground	 [11,	 12].	 If	 the
characteristic	impedance	of	the	transmission	line	is	equal	to	the	terminating	impedances,
the	transmission	is	inherently	broadband.	If	not,	there	will	be	a	dip	in	the	response	at	the
frequency,	at	which	the	transmission	line	is	a	quarter-wavelength	long.

A	coaxial	 cable	 transformer,	whole	 the	physical	 configuration	 and	 equivalent	 circuit
representation	are	shown	in	Fig.	5.4(a)	and	5.4(b),	respectively,	consists	of	the	coaxial	line
arranged	inside	the	ferrite	core	or	wound	around	the	ferrite	core.	Because	of	its	practical
configuration,	 the	 coaxial	 cable	 transformer	 takes	 a	 position	 between	 the	 lumped	 and
distributed	 systems.	 Therefore,	 at	 lower	 frequencies	 its	 equivalent	 circuit	 represents	 a
conventional	low-frequency	transformer	shown	in	Fig.	5.4(c),	whereas	at	higher	frequency
it	 is	 a	 transmission	 line	with	 the	 characteristic	 impedance	Z0	 shown	 in	Fig.	 5.4(d).	 The
advantage	of	 such	a	 transformer	 is	 that	 the	parasitic	 interturn	capacitance	determines	 its
characteristic	 impedance,	 whereas	 in	 the	 conventional	 wire-wound	 transformer	 with
discrete	 windings	 this	 parasitic	 capacitance	 negatively	 contributes	 to	 the	 transformer
frequency	performance.



FIGURE	5.4	Schematic	configurations	of	coaxial	cable	transformer.

When	RS	=	RL	=	Z0,	the	transmission	line	can	be	considered	a	transformer	with	a	1:1
impedance	 transformation.	 To	 avoid	 any	 resonant	 phenomena,	 especially	 for	 complex
loads,	which	can	contribute	 to	 the	significant	output	power	variations,	as	a	general	 rule,



the	length	l	of	the	transmission	line	is	kept	to	no	more	than	an	eight	of	a	wavelength	λmin
at	the	highest	operating	frequency,

where	λmin	is	the	minimum	wavelength	in	the	transmission	line	corresponding	to	the	high
operating	frequency	fmax.

The	low-frequency	bandwidth	limit	of	a	coaxial	cable	transformer	is	determined	by	the
effect	 of	 the	 magnetizing	 inductance	 Lm	 of	 the	 outer	 surface	 of	 the	 outer	 conductor
according	to	the	equivalent	low-frequency	transformer	model	shown	in	Fig.	5.5(a),	where
the	 transmission	 line	 is	 represented	 by	 the	 ideal	 1:1	 transformer	 [6].	 The	 resistance	R0
represents	 the	 losses	 of	 the	 transmission	 line.	 An	 approximation	 to	 the	 magnetizing
inductance	 can	 be	made	 by	 considering	 the	 outer	 surface	 of	 the	 coaxial	 cable	 to	 be	 the
same	as	that	of	a	straight	wire	(or	linear	conductor)	which,	at	higher	frequencies	where	the
skin	effect	causes	the	current	to	be	concentrated	on	the	outer	surface,	would	have	the	self-
inductance	defined	by



FIGURE	5.5	Low-frequency	models	of	1:1	coaxial	cable	transformer.

where	l	is	the	length	of	the	coaxial	cable	in	cm	and	r	is	the	radius	of	the	outer	surface	of
the	outer	conductor	in	cm	[6].

High	permeability	of	core	materials	results	in	shorter	transmission	lines.	If	a	toroid	is
used	for	the	core,	the	magnetizing	inductance	Lm	is	obtained	by



where	 n	 is	 the	 number	 of	 turns,	 μ	 is	 the	 core	 permeability,	 Ae	 is	 the	 effective	 cross-
sectional	area	of	the	core	in	cm2,	and	Le	is	the	average	magnetic	path	length	in	cm	[13].

By	 considering	 the	 transformer	 equivalent	 circuit	 shown	 in	 Fig.	 5.5(a),	 the	 ratio
between	 the	 power	 delivered	 to	 the	 load	 PL	 and	 power	 available	 at	 the	 source	

	when	RS	=	RL,	can	be	obtained	from

which	gives	the	minimum	operating	frequency	fmin	for	a	given	magnetizing	inductance	Lm
as

when	taking	into	account	the	maximum	decrease	of	the	output	power	by	3	dB.

The	 similar	 low-frequency	 model	 for	 a	 coaxial	 cable	 transformer	 using	 twisted	 or
parallel	 wires	 is	 shown	 in	 Fig.	 5.5(b)	 [6].	 Here,	 the	 model	 is	 symmetrical	 as	 both
conductors	are	exposed	 to	any	magnetic	material,	 and	 therefore	contribute	 identically	 to
the	losses	and	low-frequency	performance	of	the	transformer.

An	approach	using	the	transmission	line	based	on	a	single	bifilar	wound	coil	to	realize
a	broadband	1:4	 impedance	 transformation	was	 introduced	by	Ruthroff	 [14,	15].	 In	 this
case,	by	using	a	core	material	of	sufficiently	high	permeability,	the	number	of	turns	can	be
significantly	 reduced.	 Figure	 5.6(a)	 shows	 the	 circuit	 schematic	 of	 an	 unbalanced-to-
unbalanced	 1:4	 transmission-line	 transformer,	 where	 the	 terminal	 4	 is	 connected	 to	 the
input	terminal	1.	As	a	result,	for	V	=	V1	=	V2,	the	output	voltage	is	twice	the	input	voltage,
and	the	transformer	has	a	1:2	voltage	step-up	ratio.	As	the	ratio	of	input	voltage	to	input
current	is	one-fourth	the	load	voltage	to	load	current,	the	transformer	is	fully	matched	for
maximum	 power	 transfer	 when	 RL	 =	 4RS,	 and	 the	 transmission-line	 characteristic
impedance	Z0	is	equal	to	the	geometric	mean	of	the	source	and	load	impedances,





FIGURE	5.6	Schematic	configurations	of	Ruthroff	1:4	impedance	transformer.

where	RS	 is	 the	 source	 resistance	and	RL	 is	 the	 load	 resistance.	Figure	5.6(b)	shows	 the
impedance	 transformer	 acting	 as	 a	 phase	 inverter,	where	 the	 load	 resistance	 is	 included
between	 the	 terminals	 1	 and	 4	 to	 become	 a	 1:4	 balun.	 This	 technique	 is	 called	 the
bootstrap	effect,	which	doesnot	have	the	same	high-frequency	response	as	Guanella	equal-
delay	approach	because	it	adds	a	delayed	voltage	to	a	direct	one	[16].	The	delay	becomes
excessive	when	the	transmission	line	reaches	a	significant	fraction	of	a	wavelength.

Figure	 5.7(a)	 shows	 the	 physical	 implementation	 of	 a	 4:1	 impedance	 Ruthroff
transformer	using	a	 coaxial	 cable	 arranged	 inside	 the	 ferrite	 core.	At	 lower	 frequencies,
such	 a	 transformer	 can	 be	 considered	 an	 ordinary	 2:1	 voltage	 autotransformer.	 The
insertion	 loss	 for	 a	 broadband	 4:1	 impedance	 transformer,	 as	 a	 function	 of	 the
transmission-line	electrical	length	θ,	can	be	calculated	from



FIGURE	5.7	Schematic	configurations	of	4:1	coaxial	cable	transformer.

where	PS	is	the	maximum	available	power	from	the	source	with	internal	resistance	RS	and
PL	is	the	power	delivered	to	the	load	RL	[14,	17].	For	a	matched	transformer	when	RL	=
4RS	and	Z0	=	2RS,	Eq.	(5.25)	reduces	to



To	improve	the	performance	at	higher	frequencies,	it	is	necessary	to	add	an	additional
phase-compensating	 line	 of	 the	 same	 length,	 as	 shown	 in	 Fig.	 5.7(b),	 resulting	 in	 a
Guanella	ferrite-based	4:1	impedance	transformer.	In	this	case,	a	ferrite	core	is	necessary
only	for	the	upper	line	because	the	outer	conductor	of	the	lower	line	is	grounded	at	both
ends,	and	no	current	is	flowing	through	it.	A	current	I	driven	into	the	inner	conductor	of
the	 upper	 line	 produces	 a	 current	 I	 that	 flows	 in	 the	 outer	 conductor	 of	 the	 upper	 line,
resulting	 in	 a	 current	 2I	 flowing	 into	 the	 load	 RL.	 Because	 the	 voltage	 2V	 from	 the
transformer	input	is	divided	in	two	equal	parts	between	the	coaxial	line	and	the	load,	such
a	transformer	provides	an	impedance	transformation	from	RS=	2Z0	into	RL	=	Z0/2,	where
Z0	 is	 the	characteristic	 impedance	of	each	coaxial	 line.	The	bandwidth	extension	for	 the
Ruthroff	 transformers	 can	 also	be	 achieved	by	using	 the	 transmission	 lines	with	 a	 step-
function	and	exponential	changes	in	their	characteristic	impedances	[18,	19].	To	adopt	this
transmission-line	 transformer	 for	microwave	planar	 applications,	 the	coaxial	 line	can	be
replaced	by	a	pair	of	stacked	strip	conductors	or	coupled	microstrip	lines	[20,	21].

Figure	5.8	shows	similar	arrangements	for	the	3:1	voltage	coaxial	cable	transformers,
which	 produce	 9:1	 impedance	 transformation	 [22].	 A	 current	 I	 driven	 into	 the	 inner
conductor	 of	 the	 upper	 line	 in	 Fig.	 5.8(a)	 will	 cause	 a	 current	 I	 to	 flow	 in	 the	 outer
conductor	of	the	upper	line.	This	current	then	produces	a	current	I	in	the	outer	conductor
of	the	lower	line,	resulting	in	a	current	3I	flowing	into	the	load	RL.	The	lowest	coaxial	line
can	 be	 removed,	 resulting	 in	 a	 9:1	 impedance	 coaxial	 cable	 transformer	 shown	 in	 Fig.
5.8(b).	The	characteristic	impedance	of	each	transmission	line	is	specified	by	the	voltage
applied	to	the	end	of	the	line	and	the	current	flowing	through	the	line	and	is	equal	to	Z0.





FIGURE	5.8	Schematic	configurations	of	9:1	coaxial	cable	transformer.

By	 using	 the	 transmission-line	 baluns	with	 different	 integer-transformation	 ratios	 in
certain	connection,	 it	 is	possible	to	obtain	the	fractional-ratio	baluns	and	ununs	[23,	24].
Figure	5.9	shows	the	transformer	configuration	for	obtaining	an	impedance	ratio	of	2.25:1,
which	consists	of	 a	1:1	Guanella	balun	on	 the	 top	 combined	with	 a	1:4	Guanella	balun
where	voltages	on	the	left-hand	side	are	in	series	and	on	the	right-hand	side	are	in	parallel
[25].	In	this	case,	the	left-hand	side	has	the	higher	impedance.	In	a	matched	condition,	this
transformer	should	have	a	high-frequency	response	similar	 to	a	single	 transmission	 line.
By	 grounding	 the	 corresponding	 terminals	 (shown	 by	 dashed	 lines),	 it	 becomes	 a
broadband	unun.	Different	ratios	can	be	obtained	with	other	configurations.	For	example,
using	a	1:9	Guanella	balun	below	the	1:1	unit	results	in	a	1.78:1	impedance	ratio,	whereas
the	impedance	ratio	becomes	1.56:1	with	a	1:16	balun.

FIGURE	5.9	Schematic	configuration	of	equal-delay	2.25:1	unun.

On	 the	other	 hand,	 the	overall	 1:1.5	voltage	 transformer	 configuration,	whose	block
schematic	is	shown	in	Fig.	5.10(a),	can	be	achieved	by	using	the	cascade	connection	of	a
1:3	 voltage	 transformer	 to	 increase	 the	 impedance	 by	 9	 times,	 and	 a	 2:1	 voltage



transformer	 to	 decrease	 the	 impedance	 by	 four	 times	 [23].	 The	 transformer	 practical
configuration	 using	 coaxial	 cables	 and	 ferrite	 cores	 is	 shown	 in	 Fig.	 5.10(b).	 Here,	 the
currents	I/3	in	the	inner	conductors	of	two	lower	lines	cause	an	overall	current	2I/3	in	the
outer	conductor	of	the	upper	line,	resulting	in	a	current	2I/3	flowing	into	the	load	RL.	A
load	voltage	3V/2	 is	 180°	 out	 of	 phase	with	 a	 longitudinal	 voltage	V/2	 along	 the	 upper
line,	 resulting	 in	 a	 voltage	 V	 at	 the	 transformer	 input.	 The	 lowest	 line	 also	 can	 be
eliminated	with	direct	connection	of	 the	points	at	both	ends	of	 its	 inner	conductor,	as	 in
the	case	of	the	2:1	and	3:1	Ruthroff	voltage	transformers	shown	in	Figs.	5.7(a)	and	5.8(b),
respectively.	 If	 the	 source	 impedance	 is	 50	Ω,	 the	 characteristic	 impedance	 of	 all	 three
transmission	 lines	 should	be	75	Ω.	 In	 this	 case,	 the	matched	condition	corresponds	 to	a
load	impedance	of	112.5	Ω.





FIGURE	5.10	Schematic	configurations	of	fractional	1:2.25	impedance	transformer.

By	using	the	coaxial	cable	transformers,	various	hybrid	circuits	can	be	developed,	in
which	the	input	signals	from	the	two	power	amplifiers	are	of	exactly	the	same	amplitude
and	properly	phased	[26].	Generally,	a	hybrid	circuit	can	include	one	or	two	transformers
interconnected	so	as	to	form	a	four-port	device.	Figure	5.11(a)	shows	the	example	of	such
a	broadband	hybrid	circuit	with	one	transformer,	which	combines	the	two	in-phase	signals
when	 both	 signals	 are	 delivered	 to	 the	 load	RL	 and	 no	 signal	 will	 be	 dissipated	 in	 the
ballast	 resistor	 R0	 [14].	 The	 main	 advantage	 of	 this	 transformer	 is	 zero	 longitudinal
voltage	along	the	line	for	equal	input	powers,	resulting	in	no	losses	occurred	in	the	ferrite
core.	When	 one	 input	 signal	 source	 (e.g.,	 power	 amplifier)	 defaults	 or	 disconnects,	 the
longitudinal	voltage	becomes	equal	to	half	a	voltage	of	another	input	source.	The	ballast
resistor	should	be	of	noninductive	type	and	rated	for	25%	of	the	total	power.	The	degree	of
isolation	obtainable	depends	on	 the	frequency	and	the	overall	design	of	 the	hybrid,	with
typical	figures	of	30	to	40	dB	for	2-to	30-MHz	operation	[27].	For	such	a	simple	hybrid
circuit,	it	is	readily	possible	to	combine	the	two	180°	out-of-phase	signals	when	the	ballast
resistor	 is	 considered	 the	 load,	 and	 the	 load	 resistor	 in	 turn	 is	 considered	 the	 ballast
resistor,	as	shown	in	Fig.	5.11(b).





FIGURE	5.11	Hybrid	combiners	with	one	coaxial	cable	transformer.

The	schematic	of	a	hybrid	circuit	with	two	coaxial	cable	transformers	using	as	a	power
combiner	is	shown	in	Fig.	5.12	[28].	The	advantage	of	this	combiner	is	that	both	the	load
RL	and	the	ballast	resistor	R0	are	grounded.	These	hybrid	transformer-based	combiners	can
also	 be	 used	 for	 the	 power	 splitting	 when	 the	 output	 power	 from	 the	 single	 source	 is
divided	and	delivered	 into	 the	 two	 independent	 loads.	 In	 this	case,	 the	original	 load	and
the	two	signal	sources	should	be	switched.	The	scattering	S-matrix	of	a	two-cable	hybrid
combiner,	as	a	function	of	the	electrical	length	θ	of	the	coaxial	cable,	is	given	by

FIGURE	5.12	Two-cable	hybrid	combiner.

where	ρ	is	the	ratio	of	the	coaxial-cable	characteristic	impedance	to	the	source	impedance.
From	 a	 symmetric	matrix	 given	 in	 Eq.	 (5.27),	 it	 follows	 that	 both	 combiner	 inputs	 are
fully	isolated	from	each	other	regardless	of	the	transmission-line	characteristic	impedance
and	 electrical	 length,	 which	 should	 be	 equal	 for	 both	 coaxial	 cables.	 In	 this	 case,	 the
minimum	insertion	loss	is	achieved	with	the	optimum	value	 	However,	varying	ρ
within	the	limits	of	1	to	2	will	only	insignificantly	affect	the	transformer	performance.

It	should	be	noted	that	the	term	“hybrid”	came	not	from	the	fact	that	the	transformer
might	be	constructed	of	two	different	entities	(e.g.,	cable	and	resistor),	but	just	because	it
is	being	driven	by	two	signals,	as	opposed	to	only	one.	This	term	initially	was	related	to	a



hybrid	coil	(or	bridge	transformer)	used	in	the	switched	telephone	networks	and	represents
a	transformer	that	has	three	winding	and	is	designed	to	be	configured	as	a	circuit	having
four	branches.	Consequently,	 the	hybrid	circuit	 represents	a	 four-port	device	having	 two
input	ports,	one	sum	port,	and	one	difference	port.	The	unique	characteristic	of	the	hybrid
circuit	is	its	ability	to	isolate	the	two	input	signal	sources.	At	microwave	frequencies,	two
classes	 of	 hybrid	 circuits	 can	 be	 distinguished:	 hybrid	 couplers,	 representing	 the	 ring,
branch-line,	 or	 coupled-line	 structures,	 and	 hybrid	 junctions,	 in	 which	 the	 four
transmission	lines	are	joined	at	a	common	point.

Figure	5.13(a)	shows	the	circuit	structure	of	a	coaxial	cable	two-way	combiner	where
the	input	signals	having	the	same	amplitudes	and	phases	at	ports	2	and	3	are	matched	at
higher	frequencies	when	all	lines	are	of	the	same	lengths	and	RS	=	Z0	=	RL/2	=	R0/2	[28,
29].	In	this	case,	the	isolation	between	these	input	ports	can	be	calculated	in	decibels	by





FIGURE	5.13	Coaxial	cable	combiners	with	increased	isolation.

where	θ	is	the	electrical	length	of	each	transmission	line.	In	order	to	improve	the	isolation,
the	symmetrical	ballast	resistor	R0	should	be	connected	through	the	two	additional	lines,
as	shown	in	Fig.	5.13(b),	where	all	transmission	lines	have	the	same	electrical	lengths	[4].

Figure	5.14	 shows	 the	 coaxial	 cable	 two-way	combiner,	which	 is	 fully	matched	 and
isolated	 in	 pairs	 [4,	 28].	 Such	 combiners	 can	 be	 effectively	 used	 in	 high-power
broadcasting	VHF	FM	and	VHF-UHF	TV	transmitters.	In	this	case,	for	power	amplifiers
with	the	identical	output	impedances	RS	=	Z0/2,	it	is	necessary	to	choose	the	values	of	the
ballast	 resistor	 R0	 and	 the	 load	 RL	 of	 R0	 =	 RL	 =	 Z0,	 where	 Z0	 is	 the	 characteristic
impedance	of	each	transmission	line	of	the	same	length.

FIGURE	5.14	Fully	matched	and	isolated	coaxial	cable	combiner.

5.3	Baluns
For	 a	 push-pull	 operation	 of	 the	 power	 amplifier	 with	 a	 balanced	 transistor,	 it	 is	 also
necessary	to	provide	the	unbalanced-to-balanced	transformation	referenced	to	the	ground
both	at	the	input	and	at	the	output	of	the	power	amplifier.	The	most	suitable	approach	to
solve	this	problem	in	the	best	possible	manner	at	high	frequencies	and	microwaves	is	 to
use	the	transmission-line	baluns	(balanced-to-unbalanced	transmission-line	transformers).
The	 first	 transmission-line	 balun	 for	 coupling	 a	 single	 coaxial	 line	 having	 a	 quarter
wavelength	 at	 the	 center	 bandwidth	 frequency	 to	 a	 push-pull	 coaxial	 line	 (or	 a	 pair	 of



coaxial	 lines),	 which	 maintains	 perfect	 balance	 over	 a	 wide	 frequency	 range,	 was
introduced	 and	 described	 by	 Lindenblad	 in	 1939	 [30,	 31].	 The	 main	 requirements	 to
baluns	are	to	provide	an	accurate	180°	phase	shift	over	the	required	frequency	bandwidth
with	minimum	loss	and	equal	balanced	 impedances.	Otherwise,	a	 lack	of	symmetry	will
degrade	 the	 output	 power	 and	 efficiency.	 Besides,	 the	 symmetrical	 port	 must	 be	 well
isolated	from	the	ground	to	minimize	an	unwanted	effect	of	the	parasitic	capacitances.

A	wire-wound	 transformer,	 whose	 simplified	 equivalent	 schematic	 is	 shown	 in	 Fig.
5.15(a),	 provides	 an	 excellent	 broadband	 balun	 covering	 frequencies	 from	 low	 kHz	 to
beyond	2	GHz	in	commercial	applications.	They	are	usually	realized	with	a	center-tapped
winding	 that	 provides	 a	 short	 circuit	 to	 the	 even-mode	 (common-mode)	 signals,	 while
having	no	effect	on	the	differential	(odd-mode)	signal.	The	wire-wound	transformers	are
more	expensive	than	the	printed	or	lumped	LC	baluns,	which	are	more	suitable	in	practical
mixer	designs.	However,	unlike	the	wire-wound	transformers,	 the	lumped	LC	baluns	are
narrow-band	as	containing	the	resonant	elements.





FIGURE	5.15	Different	circuit	configurations	of	1:1	balun.

Figure	 5.15(b)	 shows	 the	 circuit	 schematic	 of	 a	 lattice-type	 LC	 balun,	 which	 was
proposed	 in	 the	 mid-1930s	 for	 combining	 powers	 in	 the	 push-pull	 amplifier	 to	 further
deliver	the	overall	power	directly	to	antenna	[32].	It	consists	of	the	two	capacitors	and	two
inductors,	which	produce	the	±90°	phase	shifts	at	the	output	ports.	The	values	of	identical
inductances	L	and	capacitances	C	can	be	obtained	by

where	ω0	is	the	center	bandwidth	radian	frequency,	Rout	is	the	balanced	output	resistance,
and	 RL	 is	 the	 unbalanced	 load	 resistance.	 When	 designing	 this	 circuit,	 it	 needs	 to	 be
confident	that	the	operating	frequency	is	well	below	the	self-resonant	frequencies	of	their
components.

In	 monolithic	 microwave	 applications	 where	 the	 lumped	 inductances	 are	 usually
replaced	 by	 the	 transmission	 lines,	 the	 designs	 with	 microstrip	 coupled	 lines,	 Lange
couplers,	or	multilayer	coupled	structures	are	very	popular.	However,	the	electrical	length
of	 the	 transmission	 lines	at	 the	center	bandwidth	 frequency	 is	normally	set	 to	a	quarter-
wavelength,	 which	 is	 too	 large	 for	 applications	 in	 wireless	 communication	 systems.
Therefore,	 it	 is	very	attractive	 to	use	 the	 lumped-distributed	balun	structures,	which	can
significantly	reduce	the	balun	size	and,	at	the	same	time,	can	satisfy	the	required	electrical
characteristics.	 Figure	 5.15(c)	 shows	 such	 a	 compact	 balun	 with	 a	 lumped-distributed
structure	consisting	of	the	two	coupled	planar	microstrip	lines	and	two	parallel	capacitors,
where	the	input	transmission	line	is	grounded	at	midpoint	and	the	output	transmission	line
is	 grounded	 at	 its	 one	 port	 [33].	Without	 these	 capacitors,	 it	 is	 necessary	 a	 very	 small
spacing	 between	 the	 quarterwave	 microstrip	 lines	 to	 achieve	 a	 3-dB	 coupling	 between
them.	However,	by	optimizing	the	balun	elements	around	the	center	bandwidth	frequency
of	 900	MHz,	 the	 planar	 structure	 of	 approximately	 1/16th	 the	 size	 of	 the	 conventional
quarter-wavelength	 structure	was	 realized,	with	 spacing	S	 =	 8	mils	 using	 an	FR4	board
with	a	substrate	thickness	of	30	mils.

Figure	 5.16	 shows	 the	 circuit	 arrangement	 with	 the	 two	 coaxial	 line	 transformers
combined	to	provide	a	push-pull	operation	of	the	power	amplifier	by	creating	a	balanced-
to-unbalanced	impedance	transformation	with	higher	spectral	purity	[28,	29].	 Ideally,	 the
180°	out-of-phase	RF	signals	from	both	active	devices	biased	in	a	Class-B	mode	will	have
pure	half-sinusoidal	waveforms,	which	contain	(according	to	the	Fourier	series	expansion)
only	fundamental	and	even	harmonic	components.	This	implies	a	180°	shift	between	the
fundamental	 components	 from	 both	 active	 devices	 and	 in-phase	 condition	 for	 the
remaining	 even-harmonic	 components.	 In	 this	 case,	 the	 transformer	 T1	 representing	 a
phase	inverter	is	operated	as	a	filter	for	even	harmonics	because	currents	flow	through	its
inner	 and	 outer	 conductors	 in	 opposite	 directions.	 For	 each	 fundamental	 component
flowing	through	its	inner	and	outer	conductors	in	the	same	directions,	it	works	as	an	RF
choke,	the	impedance	of	which	depends	on	the	core	permeability.	Consequently,	because



the	transformer	T2	represents	a	1:1	balun,	in	order	to	provide	maximum	power	delivery	to
the	 load	RL,	 the	 output	 equivalent	 resistance	of	 each	 active	device	 should	be	 two	 times
smaller.

FIGURE	5.16	Circuit	arrangement	with	two	cable	transformers	for	push-pull	operation.

For	a	 simple	1:1	 transmission-line	balun	 realized	with	a	 twisted	wire	pair	or	coaxial
cable,	the	balanced	end	is	isolated	from	the	ground	at	the	center	bandwidth	frequency.	To
compensate	for	the	short-circuited	line	reactance	over	certain	frequency	bandwidth	around
center	 frequency,	a	 series	open-circuited	 transmission	 line	was	 introduced	by	Marchand,
resulting	 in	 a	 compensated	 balun,	 the	 simplified	 schematic	 of	 which	 is	 shown	 in	 Fig.
5.17(a)	[34].	In	this	case,	when	the	electrical	length	of	the	compensated	line	is	a	quarter-
wavelength	at	the	center	bandwidth	frequency,	the	load	resistance	RL	 is	seen	unchanged.
When	this	structure	is	realized	with	coaxial	cables,	to	eliminate	unwanted	current	existing
in	the	outer	conductor	and	corresponding	radiation,	it	is	necessary	to	additionally	provide
the	certain	coupling	between	the	coaxial	cables	forming	a	transmission	line	with	the	two
outer	conductors,	as	shown	in	Fig.	5.17(b)	[35].	Generally,	the	shunting	reactance	of	this
compensating	 line	 can	 reduce	 the	 overall	 balun	 reactance	 about	 center	 frequency	 or
reverse	it	sign	depending	on	the	balanced	load	resistance,	characteristic	impedance	of	the
compensating	line,	and	coupling	(characteristic	impedance)	between	the	outer	conductors
of	these	two	lines.	Hence,	a	compensating	line	can	create	a	complementary	reactance	to	a
balanced	 load	 and	 provide	 an	 improved	 match	 over	 broader	 frequency	 range.	 At
microwaves,	 the	wire-wound	 transformers	 are	usually	 replaced	by	 a	pair	 of	 the	 coupled
transmission	lines,	as	shown	in	Fig.	5.17(c),	thus	resulting	in	a	compact	planar	structure.
Note	 that	generally	 the	characteristic	 impedances	of	 the	coaxial	or	coupled	 transmission
lines	can	be	different	to	optimize	the	frequency	bandwidth	response.





FIGURE	5.17	Schematic	configurations	of	Marchand	balun.

Multilayer	configurations	make	Marchand	balun	even	more	compact	and	can	provide
wide	bandwidths	due	 to	 the	 tight	 coupling	between	 the	 coupled-line	 sections.	Modeling
and	synthesis	result	of	a	two-layer	monolithic	Marchand	balun	configuration	with	the	two-
coupled	lines,	the	basic	structure	of	which	is	shown	in	Fig.	5.18(a),	is	discussed	in	[36].	In
this	configuration,	 the	unbalanced	 terminal	 is	connected	 to	 the	microstrip	 line	 located	at
the	 upper	metallization	 level,	 whereas	 the	 balanced	 load	 is	 connected	 to	 the	microstrip
lines	 located	at	 the	 lower	metallization	 level.	The	 transmission-line	 sections	 in	different
layers	are	not	isolated	from	each	other.	It	should	be	noted	that,	for	a	given	set	of	the	output
balanced	and	load	unbalanced	resistances	Rout	and	RL,	the	characteristic	impedances	of	the
outer	 and	 inner	microstrip	 lines	Z01	 and	Z02	 are	 not	 unique,	 and	 they	 can	 be	 calculated
from



FIGURE	5.18	Schematic	configurations	of	coupled-line	Marchand	balun.

where	C	is	the	coupling	factor	[37].	However,	a	different	choice	of	Z01	and	Z02	leads	to	a
different	frequency	bandwidth.	For	example,	for	Rout	=	50	Ω	and	RL	=	100	Ω,	it	was	found
that	 using	 the	 symmetrical	 directional	 coupler	 with	 Z01	 =	 Z02	 =	 40.825	 Ω	 results	 in	 a
frequency	bandwidth	of	48.4%	with	|S11|	<	−10	dB	and	amplitude	imbalance	within	0.91
dB,	whereas	the	frequency	bandwidth	of	20.9%	with	an	amplitude	imbalance	of	less	than
1.68	dB	will	be	realized	for	the	nonsymmetrical	case	when	Z01	=	38	Ω	and	Z02	=	20.42	Ω.

The	design	of	a	three-line	microstrip	balun,	the	basic	schematic	of	which	is	shown	in
Fig.	5.18(b),	is	based	on	the	equivalence	between	a	six-port	section	of	three	coupled	lines
and	 a	 six-port	 combination	 of	 two	 couplers	 [37].	 The	 results	 of	 circuit	 analysis	 and
optimization	show	that	the	spacings	between	adjacent	microstrip	lines	are	so	narrow	that	it



is	difficult	to	fabricate	a	single-layer	three-line	balun.	For	a	two-layer	three-line	balun	with
the	two	coupled	outer	lines	on	the	top	metallization	level,	the	spacing	between	these	lines
is	significantly	wider	than	in	a	single-layer	case.	However,	wider	frequency	range	can	be
achieved	using	a	two-layer	three-line	balun	with	the	two	coupled	outer	lines	at	the	lower
metallization	level.	For	example,	the	measurements	results	for	this	balun	show	that,	being
fabricated	on	 the	Duroid	RT5880	 substrate,	 it	 can	provide	 a	 frequency	 range	of	 2.13	 to
3.78	 GHz	with	 an	 amplitude	 imbalance	 within	 2.12	 dB	 and	 a	 phase	 error	 of	 less	 than
4.51°.

5.4	Wilkinson	Power	Dividers/Combiners
The	in-phase	power	combiners	and	dividers	are	the	important	components	of	the	RF	and
microwave	transmitters	when	it	is	necessary	to	deliver	a	high	level	of	the	output	power	to
antenna,	 especially	 in	 the	 phased-array	 systems.	 In	 this	 case,	 it	 is	 required	 to	 provide	 a
high	degree	of	isolation	between	the	output	ports	over	some	frequency	range	for	identical
in-phase	 signals	 with	 equal	 amplitudes.	 Figure	 5.19(a)	 shows	 a	 planar	 structure	 of	 the
basic	parallel	beam	N-way	divider/combiner,	which	provides	a	combining	of	powers	from
the	N	signal	sources.	Here,	the	input	impedance	of	the	N	transmission	lines	(connected	in
parallel)	with	the	characteristic	impedance	of	Z0	each	is	equal	 to	Z0/N.	Consequently,	an
additional	 quarterwave	 transmission	 line	 with	 the	 characteristic	 impedance	 	 is
required	to	convert	the	input	impedance	Z0/N	to	the	standard	impedance	Z0.	However,	this
N-way	 combiner	 cannot	 provide	 a	 sufficient	 isolation	 between	 the	 input	 ports.	 The
impedances	are	matched	only	when	all	input	signals	have	the	same	amplitudes	and	phases
at	any	combiner	input.	The	effect	of	any	input	on	the	remaining	ones	becomes	smaller	for
combiners	with	greater	number	of	inputs.	For	example,	if	the	input	signal	is	delivered	into
the	input	port	2	and	all	other	(N	−	1)	input	ports	and	output	port	1	are	matched,	then	the
power	dissipated	at	any	load	connected	to	the	matched	input	ports	will	be	decreased	by	(1
−	1/N2)/(2N	−	1)	 times	 and	 isolation	between	any	 two	 input	ports	 expressed	 through	S-
parameters	is	obtained	by





FIGURE	5.19	Circuit	topologies	of	N-way	in-phase	combiners/dividers.

where	N	is	a	number	of	the	input	ports	and	i,	j	=	2,	…,	N	+	1.

In	most	 cases,	 better	 isolation	 is	 required	 than	obtained	by	Eq.	 (5.33).	 The	 simplest
way	 to	 provide	 full	 isolation	 between	 the	 input	 and	 output	 ports	 of	 the	 combiner	 is	 to
connect	 the	ferrite	 isolators	(circulators)	at	 the	input	ports	2,	…,	N	+	1.	 In	 this	case,	 the
lengths	 of	 the	 transmission	 lines	 connected	 between	 each	 ferrite	 isolator	 and	 a
quarterwave	transmission	line	should	be	equal.	Although	the	ferrite	isolators	increase	the
overall	 weight	 and	 dimensions	 of	 the	 combiner	 and	 contribute	 to	 additional	 insertion
losses,	 nevertheless	 they	 provide	 a	 very	 simple	 combiner	 realization	 and	 protect	 the
connected	 power	 amplifiers	 from	 the	 load	 variations.	 By	 using	 such	 a	 12-way	 parallel
beam	 combiner,	 the	 continuous	 output	 power	 of	 1	 kW	 for	 the	 L-band	 transmitter	 was
obtained	at	the	operating	frequency	of	1.25	GHz	[38].

When	one	or	more	power	amplifiers	are	destroyed	for	some	reasons,	the	overall	output
power	Pout	and	efficiency	ηc	of	the	combiner	can	be	calculated,	respectively,	by

where	Pin	=	 (N	−	M)P1,	P1	 is	 the	output	power	 from	a	 single	power	 amplifier,	N	 is	 the
number	of	the	input	ports,	and	M	is	the	number	of	the	destroyed	power	amplifiers.	Part	of
the	output	power	of	 the	 remaining	power	amplifiers	will	be	dissipated	within	 the	 ferrite
isolators	 (in	 ballast	 resistors	 of	 circulators).	 For	 each	 ferrite	 isolator	 connected	 to	 the
operating	power	amplifier,	the	dissipated	power	Pdo	can	be	defined	as

whereas,	 for	 each	 isolator	 connected	 to	 the	 destroyed	 power	 amplifier,	 the	 dissipated
power	Pdd	can	be	calculated	from

In	 this	case,	by	adding	 the	ballast	 resistors	R0	=	Z0,	 the	 right-hand	side	 terminals	of
which	are	combined	together	in	a	common	junction,	as	shown	in	Fig.	5.19(b),	matching	of
all	ports,	low	loss,	and	high	isolation	between	the	input	and	output	ports	can	be	provided.
Such	kind	of	a	simple	N-way	power	divider	is	known	as	a	Wilkinson	power	divider	[39].
However,	it	should	be	mentioned	that	historically	this	divider/combiner	was	first	reported
at	the	end	of	the	1950s	[40–42].	Originally,	a	Wilkinson	power	divider	was	composed	of	a
coaxial	line,	in	which	the	hollow	inner	conductor	has	been	split	into	N	splines	of	a	quarter-
wavelength	each,	with	shorting	plate	connecting	the	splines	at	the	input	end	and	resistors
connected	 in	 a	 radial	 manner	 between	 each	 spline	 at	 the	 output	 end	 and	 a	 common
junction.	The	 frequency	response	of	 the	voltage	standing	wave	ratio	at	 the	divider	 input
port	(VSWRin),	depending	on	the	number	of	the	output	ports	N,	is	shown	in	Fig.	5.20	[43].



FIGURE	5.20	Frequency	performance	of	N-way	Wilkinson	divider.

The	 planar	 realization	 of	 the	 simplest	 two-way	 Wilkinson	 divider,	 which	 was
originally	 implemented	 in	 a	 stripline	 ring	 structure	 [44],	 is	 shown	 in	 Fig.	 5.21(a).	 It
consists	of	the	two	quarterwave	microstrip	lines	connected	in	parallel	at	the	input	end	and
the	 planar	 ballast	 resistor	 connected	 between	 the	 output	 ports	 of	 the	 microstrip	 lines.
Despite	its	small	dimensions	and	simple	construction,	such	a	divider	provides	a	sufficient
isolation	 between	 the	 output	 ports	 over	 a	 sufficiently	 wide	 frequency	 bandwidth	 when
equal	power	division	is	provided	due	to	a	symmetrical	configuration	with	R0	=	2Z0	and	

	However,	 in	 practice,	 it	 is	 necessary	 to	 take	 into	 account	 the	 distributed	RC
structure	of	the	ballast	resistor	when	its	size	is	sufficiently	large,	as	well	as	manufacturing
tolerances	and	discontinuities.	As	a	result,	in	a	frequency	bandwidth	of	30%	with	VSWRin
≤	1.2	 at	 the	 input	 port	 1	 and	VSWRout	 ≤	 1.03	 at	 the	 output	 ports	 2	 and	 3,	 the	 isolation
between	the	divider	outputs	can	be	better	than	20	dB	[45].



FIGURE	5.21	Microstrip	realization	of	two-way	Wilkinson	dividers.

The	 scattering	 S-matrix	 of	 the	 ideally	 matched	 two-way	 Wilkinson	 divider	 at	 the
center	bandwidth	frequency	is	obtained	by

In	 microwave	 and	 millimeter-wave	 integrated	 circuits,	 in	 order	 to	 increase	 a	 self-
resonant	frequency	of	the	ballast	chip	resistor,	the	overall	MMIC	dimensions	must	be	very
small.	This	means	that	the	two	branches	of	the	power	divider	are	very	close	to	each	other,
which	leads	to	strong	mutual	coupling	between	the	output	microstrip	lines	and,	as	a	result,
upsets	 the	 desired	 power-split	 ratio.	A	 possible	 solution	 is	 to	 use	 the	 branches	with	 the
electrical	lengths	of	3λ/4	instead	of	λ/4	and	to	include	the	two	additional	branches	into	a
semicircle,	as	shown	in	Fig.	5.21(b)	[46].	These	additional	branches	should	be	of	the	half-
wave	 electrical	 lengths	 with	 the	 characteristic	 impedances	 equal	 to	 Z0.	 In	 this	 case,
isolation	can	be	better	than	17	dB	between	all	ports	with	the	insertion	loss	of	about	1.3	dB
at	the	operating	frequency	of	30.4	GHz.

However,	 the	 ballast	 resistors	 of	 the	 conventional	 N-way	 Wilkinson
combiners/dividers	cannot	be	designed	to	represent	a	planar	structure	when	their	physical
lengths	and	connecting	wires	are	minimal	to	provide	sufficient	isolation	among	the	output
ports	over	the	required	frequency	range.	For	example,	the	radial	and	fork	N-way	hybrids
have	reasonably	wide	frequency	bandwidth,	of	about	20%	and	higher,	but	their	match	and
isolation	are	not	perfect	even	at	the	center	bandwidth	frequency	[47].	Besides,	because	of



a	small	size	of	the	ballast	resistor	compared	to	the	wavelength	and	its	balanced	structure,	it
is	difficult	to	heat-sink	it	in	the	case	of	a	high-power	combining.	In	order	to	provide	higher
output	power	capability,	it	is	possible	to	modify	the	N-way	Wilkinson	combiner/divider	by
replacing	 the	 ballast	 resistive	 star	 with	 a	 combination	 of	 the	 quarterwave	 transmission
lines	and	shunt-connected	resistors	[48].	In	this	case,	each	ballast	resistor	is	connected	to
the	 corresponding	 output	 port	 through	 a	 transmission	 line.	At	 the	 same	 time,	 all	 ballast
resistors	are	connected	 to	a	common	floating	starpoint	by	 the	 transmission	 lines.	Such	a
modification	 has	 an	 advantage	 of	 external	 isolation	 loads	 (high-power	 ballast	 resistors)
and	easy	monitoring	capability	for	 imbalances	at	 the	output	ports.	For	a	 two-way	planar
power	combiner/divider,	the	circuit	topology	of	which	is	shown	in	Fig.	5.22,	the	balanced
100-Ω	ballast	 resistor	 is	 replaced	by	a	 transmission-line	network	and	 two	50-Ω	resistors
are	 connected	 to	 the	 ground	 acting	 as	 the	 180°	 out-of-phase	 load,	 where	 Z1	 =	

	and	Z0	=	R0	=	50	Ω	[49].

FIGURE	5.22	The	Gysel	high-power	in-phase	planar	combiner/divider.

The	 cascade	 connection	 of	 the	 two-way	 Wilkinson	 power	 combiners/dividers	 can
provide	a	multiway	power	dividing	or	power	combining.	The	simplest	practical	realization
is	 the	 binary	 power	 divider/combiner,	 which	 is	 composed	 of	 the	 n	 stages	 and	 each



consecutive	stage	contains	an	increase	by	2N	number	of	two-way	dividers/combiners	[50].
For	 a	 single	 destroyed	 power	 amplifier,	 the	 power	 dissipated	 in	 the	 ballast	 resistors	 is
equal	to

The	output	power	of	P1/2	is	dissipated	in	the	ballast	resistor	adjacent	to	the	destroyed
power	amplifier;	the	output	power	of	P1/4	is	dissipated	in	the	ballast	resistor	of	 the	next
stage,	and	so	on.	It	should	be	mentioned	that	the	power	divider	with	a	number	of	outputs
multiple	 to	4N	 represents	 the	convenient	case	when	 the	characteristic	 impedances	of	 the
transmission	 lines	 are	 of	 the	 same	 value.	 Figure	 5.23	 shows	 the	 simple	 practical
implementation	 of	 a	 four-way	 microstrip	 Wilkinson	 divider/combiner	 fabricated	 on
alumina	substrate	with	six	50-Ω	quarterwave	microstrip	lines	and	two	100-Ω	and	one	50-
Ω	thin-film	resistors	[51].	This	microstrip	Wilkinson	power	divider/combiner	can	provide
an	insertion	loss	of	less	than	0.3	dB	and	an	isolation	between	any	outputs	of	about	20	dB
in	a	frequency	bandwidth	of	±10%	at	microwave	frequencies.

FIGURE	5.23	Practical	four-way	microstrip	Wilkinson	power	combiner/divider.

The	frequency	bandwidth	performance	of	a	Wilkinson	power	divider/combiner	can	be
improved	with	an	increasing	number	of	its	sections	[45].	Generally,	a	broadband	two-way
Wilkinson	 power	 divider	 can	 contain	N	 pairs	 of	 equal-length	 transmission	 lines	 and	N
bridging	 resistors	 distributed	 from	 the	 input	 port	 1	 to	 the	 output	 ports	 2	 and	 3.	 For
example,	 for	N	 =	 2,	 the	 theoretical	 minimum	 isolation	 in	 an	 octave	 band	 between	 the



output	 ports	 2	 and	3	 can	 achieve	27.3	dB	with	 a	VSWR	 at	 each	port	 better	 than	1.1.	 In
monolithic	microwave	integrated	circuits,	by	using	a	two-metal	layer	GaAs	HBT	process
when	 the	bottom	metal	 layer	can	 realize	a	coplanar	waveguide	 (CPW)	 transmission	 line
and	the	top	metal	layer	can	realize	a	microstrip	transmission	line,	the	size	of	a	two-section
two-way	power	divider/combiner	can	be	reduced.	In	this	case,	an	isolation	of	15	dB	and	a
return	loss	of	15	dB	can	be	achieved	in	a	frequency	bandwidth	from	15	to	45	GHz	[52].

Figure	 5.24	 shows	 the	 equivalent	 circuit	 representation	 of	 a	 three-way	 modified
Wilkinson	power	divider/combiner	[53].	By	assuming	that	all	the	impedances	of	the	input
and	three	output	ports	are	equal	to	50	Ω,	the	characteristic	impedances	of	the	quarterwave
transmission	lines	are	selected	for	a	maximally	flat	performance	as	Z1	=	114	Ω	and	Z2	=
65.8	Ω.	To	match	circuit	at	the	center	bandwidth	frequency,	the	values	of	the	ballast	planar
resistors	 should	 be	 equal	 to	R1	 =	 64.95	 Ω	 and	R2	 =	 200	 Ω.	 In	 this	 case,	 the	 isolation
between	 output	 ports	 of	 such	 a	 three-way	 divider	 demonstrates	more	 than	 20	 dB	 in	 an
octave	frequency	band.

FIGURE	5.24	Microstrip	three-way	divider	with	improved	isolation.

Generally,	 high	 characteristic	 impedance	 values	 (usually	 higher	 than	 100	Ω)	 for	 the
transmission	 lines	 can	 create	 a	 problem	 in	 their	 practical	 microstrip	 implementation,
because	their	narrow	widths	increase	the	insertion	loss.	In	this	case,	using	a	recombinant
power	divider,	the	topology	of	which	is	shown	in	Fig.	5.25,	provides	an	isolation	of	20	dB
in	a	 frequency	 range	of	72%	for	a	maximum	line	 impedance	of	80	Ω	and	 requires	only
three	 isolation	resistors	 [54].	This	 three-way	 recombinant	divider	 fabricated	on	a	25-mil
thick	99.6%	alumina	substrate	 is	characterized	by	an	 insertion	 loss	of	about	1	dB	and	a
return	loss	of	more	than	12	dB	in	a	frequency	range	of	6	to	14	GHz.	The	design	values	for
the	quarterwave	transmission	lines	were	Z1	=	36	Ω,	Z2	=	Z3	=	40	Ω,	Z4	=	80	Ω,	and	Z5	=
Z6	=	40	Ω,	with	 the	ballast	 resistors	R1	=	50	Ω	and	R2	=	100	Ω.	Over	 a	2:1	 frequency
bandwidth,	the	center-to-side	and	side-to-side	isolations	exceed	20	dB.



FIGURE	5.25	Microstrip	three-way	recombinant	divider	with	improved	isolation.

The	 power	 divider	 broadband	 properties	 can	 also	 be	 improved	 by	 using	 the	 more
complicated	 phase-shifting	 circuit	 instead	 of	 a	 simple	 microstrip	 line.	 The	 phase	 shift
between	the	two	output	ports	2	and	3	will	be	close	to	90°	in	an	octave	frequency	range	if	a
Schiffman	element	based	on	the	coupled	microstrip	lines	is	connected	to	one	output	port
[55].	At	the	same	time,	an	additional	microstrip	line	with	an	electrical	length	of	270°	at	the
center	bandwidth	frequency	should	be	connected	to	the	second	output	port.

In	the	design	of	a	microwave	distributed	network,	a	power	divider	providing	the	two
equal-phase	 outputs	with	 unequal	 power	 splitting	 is	 often	 required.	 The	 split-tee	 power
divider	 is	 a	 simple	compact	 and	broadband	device.	 It	 provides	 two	 isolated	equal-phase
unequal-amplitude	 outputs	 with	 a	 good	 match	 at	 each	 port.	 Because	 a	 split-tee	 power
divider	 is	 similar	 to	 the	 N-way	 equiphase	 equiamplitude	 power	 divider,	 it	 can	 be
developed	from	this	N-way	divider	by	first	connecting	M	of	 the	output	ports	 together	 to
form	one	port	and	the	remaining	N	−	M	output	ports	together	to	form	the	other	port,	then
connecting	 the	 quarterwave	 transformers	 to	 the	 resulting	 output	 ports	 to	 adjust	 their
impedance	level,	and	finally	a	power	divider	with	two	equiphase	outputs	and	power	ratio
of	N/(N	−	M)	is	derived.

The	basic	schematic	of	a	power	divider	with	unequal	output	load	impedances	is	shown
in	Fig.	5.26(a)	 [56].	This	power	divider	 is	 designed	 such	 that,	when	 fed	 from	 the	 input
port	 1,	 the	 perfect	match	will	 be	 achieved	 at	 the	 center	 bandwidth	 frequency	when	 the
output	power	at	port	3	is	K2	times	the	output	power	at	port	2,	and	that	between	port	2	and
ground	 is	 equal	 to	 the	 voltage	 between	 port	 3	 and	 ground	 when	 measured	 at	 equal
distances	from	the	input	port	1.	To	satisfy	these	conditions,	the	characteristic	impedances
Z1	and	Z2	for	unequal	loads	R2	=	KZ0	and	R3	=	Z0/K	are	calculated	from



FIGURE	5.26	Split-tee	power	divider.

where	 both	 transmission	 lines	 are	 of	 a	 quarter	 wavelength	 at	 the	 center	 bandwidth
frequency.

Because	 the	 voltages	 at	 ports	 2	 and	 3	 are	 equal	with	 this	 design,	 a	 resistor	may	 be
placed	between	these	two	ports	without	causing	any	power	dissipation.	However,	isolation
between	output	ports	and	a	good	match	seen	looking	in	at	any	ports	is	obtainable	because
of	 this	 resistor.	 Finally,	 to	 transform	 the	 two	 unequal	 output	 impedances	 to	 the	 output



impedance	 Z0	 equal	 for	 each	 output	 port,	 the	 characteristic	 impedances	 of	 additional
quarterwave	 transformers	 Z3	 and	 Z4	 and	 ballast	 resistor	 R0	 shown	 in	 Fig.	 5.26(b)	 are
determined	from

The	 three-way	 power	 divider	 with	 various	 output	 power	 ratios,	 which	 represents	 a
planar	 structure	 and	 can	 be	 easily	 realized	 using	 microstrip	 lines	 with	 reasonable
characteristic	 impedances,	 is	 shown	 in	Fig.	5.27	[57].	When	port	 1	 is	 an	 input	 port,	 the
input	power	is	divided	by	a	ratio	of	M:N:K	at	the	corresponding	output	ports	2,	4,	and	6
with	 isolated	ports	3	and	5.	The	electrical	 lengths	of	 the	 transmission	 lines	must	be	90°
except	 for	 the	 half-wave	 middle	 horizontal	 line.	 The	 characteristic	 impedances	 of	 the
transmission	lines	can	be	calculated	by





FIGURE	5.27	New	type	of	three-way	power	divider.

where	Δ1	=	M	+	N	+	K	and	Δ2	=	N	+	K.	For	example,	for	a	three-way	divider	with	M	=	3,
N	=	2,	and	K	=	1,	it	follows	that	Z1	=	Z2	=	1.41Z0,	Z4	=	1.22Z0,	and	Z5	=	1.73Z0.	The	same
characteristic	impedances	are	required	for	a	1:1:1	equal-power	three-way	divider;	only	the
input	port	must	be	changed	to	port	4	in	this	case.

Figure	 5.28	 shows	 the	 compact	 microstrip	 three-way	 Wilkinson	 power	 divider
designed	to	operate	over	a	frequency	range	of	1.7	to	2.1	GHz	with	minimum	combining
efficiency	of	93.8%,	maximum	amplitude	imbalance	of	0.35	dB,	and	isolation	better	than
15	 dB	 [58].	 To	 avoid	 any	 amplitude	 and	 phase	 imbalances	 between	 the	 divider	 50-Ω
output	ports,	 the	ballast	 resistor	 connected	 to	 its	middle	branch	 should	be	 split	 into	 two
equal	parallel	resistors.	To	obtain	an	ideal	floating	node,	these	two	resistors	are	connected
together	with	narrow	microstrip	lines	that	are	as	short	as	possible.	Finally,	to	connect	the
resistors	 from	both	sides	of	 the	middle	branch,	a	copper	wire	of	7-mil	diameter	 is	used.
The	most	critical	parameter	is	the	isolation	between	ports	2	and	4,	which	can	be	improved
by	shortening	the	bondwire	length.

FIGURE	5.28	Compact	microstrip	three-way	Wilkinson	power	divider.

Implementation	of	 the	45°	delay	 lines	 into	each	parallel	path	of	 the	power	amplifier
and	use	of	the	in-phase	Wilkinson	combiners	in	pairs	and	a	hybrid	quadrature	combiner	in
the	 output	 combining	 circuit,	 as	 shown	 in	 Fig.	 5.29,	 can	 improve	 the	 overall	 power



amplifier	characteristics,	which	become	more	insensitive	to	variations	of	 the	load	VSWR
when	the	ACLR	(adjacent	channel	leakage	power	ratio)	reduces	by	more	than	12	dB	and
efficiency	increases	by	more	than	10%	for	VSWR	=	3	[59].	The	basic	idea	is	to	spread	the
different	impedances	seen	by	the	device	outputs	when	phase	delay	of	the	reflected	signals
varies	between	0	and	180°	with	a	step	of	45°,	thus	creating	different	impedances	along	the
corresponding	load	VSWR	circle	on	the	Smith	chart.

FIGURE	5.29	Balanced	power	amplifier	topology	with	45°	delay	lines.

In	this	case,	each	from	four	active	devices	sees	different	load	impedance,	as	seen	from
the	Smith	chart	(normalized	to	50	Ω)	shown	in	Fig.	5.30,	where	the	load	variation	circle	is
given	for	VSWR	=	2,	as	an	example.	As	a	result,	the	only	one	device	from	entire	four	sees
the	high	 impedance	of	100	Ω,	while	 the	 impedances	seen	by	 the	other	 three	devices	are
spread	along	 the	Smith-chart	circle,	with	 the	 real	parts	being	 in	between	100	and	25	Ω.
This	means	that	the	output	power	is	reduced	only	for	one	device	and	linearity	is	disturbed
significantly	only	by	one	device,	unlike	a	conventional	parallel-operation	power	amplifier
where	it	is	distorted	by	all	four	devices.	In	a	practical	implementation,	for	a	3.5-V	29-dBm
GaAs	MESFET	power	amplifier	designed	to	operate	in	a	900-MHz	digital	cellular	phone
system,	the	ACLR	below	–45	dBc	with	an	efficiency	of	over	45%	can	be	obtained	for	a
load	VSWR	≤	3	[59].



FIGURE	5.30	Smith-chart	impedances	for	VSWR	=	2.

5.5	Branch-Line	Hybrid	Couplers
The	branch-line	hybrid	couplers	were	first	described	in	the	1940s,	but	the	problem	of	their
exact	 synthesis	 remained	 a	 puzzle	 for	 a	 number	 of	 years	 [60].	 Initially,	 the	 branch-line
hybrid	was	analyzed	as	a	four-arm	symmetrical	network	based	on	a	superposition	of	the
results	 obtained	 in	 the	 even	 and	 odd	 modes	 [61].	 By	 writing	 the	 even-	 and	 odd-mode
matrices	 together,	 the	 characteristic	 impedances	 of	 the	 branch	 lines	 and	 coupling	 into
different	ports	can	be	obtained.	A	general	synthesis	procedure	that	can	be	applied	to	any



structure	of	a	multibranch	hybrid,	based	on	an	invariance	of	the	Richards’s,	variable	S	=
jtanθ	 to	 the	 transformation	 of	 S	→	 1/S	 apart	 from	 a	 180°	 phase	 change,	 had	 become
available	a	decade	later	[62].	As	a	result,	with	highly	precise	computer-design	techniques
available	for	branch-line	hybrids,	it	became	possible	to	generate	any	coupling	value	in	the
useful	coupling	range	of	0	to	15	dB.	Their	waveguide	designs	that	have	been	used	in	large
complex	 feeds	 for	 phase-array	 radars	 are	 compact,	 highly	 predictable	 in	 amplitude	 and
phase	 characteristics,	 and	 handle	 very	 high	 power.	 Coaxial,	 microstrip,	 or	 stripline
implementations	of	 the	branch-line	hybrids	provide	simple	planar	structures	of	moderate
bandwidth	capability,	up	to	about	2/3	of	an	octave.

For	a	fully	matched	case	with	the	standard	50-Ω	source	and	load	impedances	when	the
characteristic	 impedances	 of	 its	 transverse	 branches	 are	 of	 50	 Ω	 and	 the	 characteristic
impedances	of	 its	 longitudinal	main	 lines	are	of	 	 the	microstrip	 branch-
line	hybrid	shown	in	Fig.	5.31	represents	a	3-dB	directional	coupler,	for	which	the	input
power	in	the	arm	1	divides	evenly	between	the	arms	2	and	3	with	the	phase	shift	of	90°.
No	 power	 is	 delivered	 to	 the	 arm	4,	 because	 the	 signal	 flowing	 through	 different	 paths
(lengths	of	λ/4	and	3λ/4)	have	 the	same	amplitude	and	opposite	phases	at	 this	port.	The
branch-line	 hybrid	 does	 not	 depend	 on	 the	 load	 mismatch	 level	 for	 equal	 reflected
coefficients	 from	 the	 outputs	when	 all	 reflected	 power	 is	 dissipated	 in	 the	 50-Ω	 ballast
resistor.	 However,	 in	 practice,	 because	 of	 the	 quarter-wavelength	 transmission-line
requirement,	the	bandwidth	of	such	a	single-stage	quadrature	branch-line	hybrid	is	limited
to	10	to	20%.



FIGURE	5.31	Microstrip	branch-line	quadrature	hybrid	coupler.

When	all	 ports	 are	matched,	 power	 entering	 the	 input	port	 1	 is	 divided	between	 the
output	 ports	 2	 and	 3	 with	 a	 90°	 phase	 shift	 between	 these	 outputs	 and	 no	 power	 is
delivered	 to	 the	 isolated	 port	 4.	 The	 scattering	 S-matrix	 of	 such	 a	 quadrature	 hybrid
branch-line	coupler	is	given	by

Figure	 5.32	 shows	 the	 calculated	 frequency-bandwidth	 characteristics	 of	 a	 single-
section	 branch-line	 hybrid	 coupler	matched	 at	 the	 center	 bandwidth	 frequency	with	 the
load	impedance	ZL	=	Z0	=	50	Ω	[51].	At	millimeter-wave	frequencies,	 the	lengths	of	the
microstrip	lines	can	actually	get	shorter	than	the	widths	and	the	mutual	coupling	between
the	 input	 lines	 and	 discontinuities	 at	 the	 input	 increases	 significantly.	 This	 has	 a	 direct
effect	 on	 the	 input/output	 matching	 conditions,	 frequency	 bandwidth,	 and	 isolation.	 To
minimize	the	effect	of	these	problems,	the	branch-line	hybrid	coupler	can	be	designed	as	a
two-section	 hybrid	 coupler	 using	 the	 three	 quarter-wavelength	 lines	 for	 the	 series	main
lines	and	the	quarter-wavelengths	lines	for	the	shunt	branch	lines,	with	all	inputs/outputs
orthogonal	to	each	other	[63].	As	a	result,	the	return	loss	can	achieve	10	dB	or	better	over
90%	 of	 the	 band	 with	 the	 isolation	 of	 10	 dB	 or	 better	 over	 the	 whole	 band,	 and	 the
difference	in	the	coupling	can	be	equal	or	less	than	1	dB	over	about	75%	of	the	frequency
band	from	26	to	40	GHz.



FIGURE	5.32	Bandwidth	performance	of	single-section	branch-line	hybrid	coupler.

If	one	pair	of	terminating	resistors	has	different	values	compared	to	the	other	pair,	the
resulting	 branch-line	 hybrid	 can	 operate	 as	 a	 directional	 coupler	 and	 an	 impedance
transformer	simultaneously	[64].	Design	values	of	the	branch-	and	main-line	characteristic
impedances	for	a	single-section	branch-line	hybrid	coupler	shown	in	Fig.	5.33	(related	to
the	input	source	impedance	Z0S	and	output	load	impedance	Z0L)	can	be	calculated	from



FIGURE	5.33	Microstrip	branch-line	quadrature	impedance-transforming	hybrid.

where	K	 is	 the	 voltage-split	 ratio	 between	 the	 output	 ports	 2	 and	 3,	 and	R0	 =	Z0S	 [65].
Such	a	branch-line	hybrid	coupler	with	a	2:1	(50-	to	25-Ω)	impedance	transformation	ratio
can	 provide	 an	 approximately	 20%	 frequency	 bandwidth	 with	 a	 ±0.25-dB	 amplitude
imbalance.	However,	 for	 a	 fixed	directivity,	 the	 frequency	bandwidth	of	 the	branch-line
impedance-transforming	hybrid	coupler	increases	as	the	output-to-input	impedance	ratio	is
reduced	[64].

The	 operating	 bandwidth	 can	 be	 significantly	 increased	 by	 using	 multistage
impedance-transforming	 hybrids.	 A	 two-section	 branch-line	 impedance-transforming
quadrature	 hybrid	 coupler	 is	 shown	 in	 Fig.	 5.34.	 To	 design	 this	 hybrid	 with	 the	 given
impedance	 transformation	 ratio	 r	 and	 power-split	 ratio	 K2,	 the	 branch-	 and	 main-line
characteristic	impedances	should	be	chosen	according	to



FIGURE	5.34	Broadband	microwave	branch-line	quadrature	hybrid.

where	 	The	condition	of	Z2	=	Z3	gives	the	maximum	bandwidth	when
the	best	performance	at	the	center	bandwidth	frequency	is	specified.

For	 an	 equal	 power	 division	 when	 K	 =	 1,	 the	 condition	 of	 	 specifies	 a
minimum	value	of	r	that	is	equal	to	0.5.	However,	in	practice,	it	is	better	to	choose	r	in	the
range	of	0.7	to	1.3,	in	order	to	provide	the	physically	realizable	branch-line	characteristic
impedances	 for	 a	 50-Ω	 input	 impedance.	 For	 example,	 for	 the	 50-	 to	 35-Ω	 impedance
transformation	using	a	two-stage	hybrid,	the	impedances	are	as	follows:	Z1	=	72.5	Ω,	Z2	=
Z3	=	29.6	Ω,	and	Z4	=	191.25	Ω.	This	gives	the	power	balance	between	the	output	ports
better	 than	0.5	dB	with	 the	 return	 loss	and	 isolation	better	 than	20	dB	over	a	 frequency
bandwidth	of	25%	for	a	2-GHz	quadrature	hybrid.

For	MMIC	 applications,	 the	 overall	 size	 of	 the	 quadrature	 branch-line	 hybrids	with
quarter-wavelength	 transmission	 lines	 is	 too	 large.	 Therefore,	 it	 is	 attractive	 to	 replace
each	quarterwave	branch	line	with	the	combination	of	a	short-length	transmission	line	and
two	 shunt	 capacitors	 providing	 similar	 bandwidth	 properties.	 In	 this	 case,	 consider	 the
admittance	matrix	[Ya]	for	a	quarterwave	transmission	line	shown	in	Fig.	5.35(a)	and	 the
admittance	matrix	 [Yb]	 for	 a	 circuit	 consisting	of	 a	 short	 transmission	 line	with	 the	 two
shunt	capacitors	shown	in	Fig.	5.35(b),	which	are	respectively	given	by



FIGURE	5.35	Reduced-size	branch-line	quadrature	hybrid.

where	 Z0	 is	 the	 characteristic	 impedance	 of	 a	 quarterwave	 line,	 Z	 and	 θ	 are	 the
characteristic	 impedance	and	electrical	 length	of	a	 shortened	 line,	 respectively,	 and	C	 is
the	 shunt	 capacitance.	 By	 equating	 the	 corresponding	 Y-parameters	 in	 Eqs.	 (5.57)	 and
(5.58),	the	simple	analytical	ratios	between	the	circuit	parameters	can	be	obtained	as

from	which	it	follows	that	the	lengths	of	the	hybrid	transmission	lines	can	be	made	much
shorter	 by	 increasing	 their	 characteristic	 impedance	Z.	 For	 example,	when	 choosing	 the
electrical	length	of	θ	=	45°,	the	characteristic	impedance	of	the	transmission	line	increases
by	a	factor	of	



The	 circuit	 schematic	 of	 a	 reduced-size	 branch-line	 quadrature	 hybrid	 coupler	 is
shown	in	Fig.	5.35(c)	[67].	Compared	to	the	conventional	branch-line	hybrid	coupler	with
the	 characteristic	 impedances	 of	 its	 branch	 and	 mainlines	 of	 Z0	 and	
respectively,	 the	 circuit	 parameters	 of	 the	 reduced-size	 branch-line	 hybrid	 coupler	 are
obtained	by

where	θ1	and	θ2	 are	 the	electrical	 lengths	of	 the	 shunt	branch	 line	and	 series	main	 line,
respectively.	For	a	particular	case	of	the	standard	characteristic	impedance	Z0	=	50	Ω,	the
characteristic	impedance	and	electrical	lengths	of	the	transmission	lines	are	defined	as	Z	=	

	θ1	=	45°,	and	θ2	=	30°,	as	shown	in	Fig.	5.35(c).	The	experimental	results	for	a	25-
GHz	 reduced-size	 branch-line	 quadrature	 hybrid	 coupler	 show	 that	 its	 bandwidth
performance	is	slightly	narrower	than	that	of	the	conventional	quarterwave	hybrid	coupler,
but	its	overall	size	is	more	than	80%	smaller.

To	further	reduce	the	MMIC	size,	the	transmission	lines	can	be	fully	replaced	by	the
lumped	 planar	 inductors.	 Such	 an	 approach	 becomes	 possible	 because	 the	 symmetrical
lumped	LC-type	π-	or	T-section	is	equivalent	at	a	single	frequency	to	the	transmission-line
section	with	 the	appropriate	characteristic	 impedance	and	electrical	 length.	The	 lumped-
element	 equivalent	 circuit	 of	 a	 transmission-line	 branch-line	 hybrid	 is	 shown	 in	 Fig.
5.36(a)	[68].	This	circuit	has	also	some	additional	advantages	when	each	 its	section	can
work	 as	 a	 separate	 impedance	 transformer,	 a	 low-pass	 filter,	 and	 a	 phase	 shifter.	 The
circuit	can	be	diced	into	four	separate	sections	and	cascaded	for	the	desired	transmission
characteristics.	 The	 circuit	 analysis	 indicates	 that	 various	 types	 of	 networks	 fulfill	 the
conditions	required	for	an	ideal	hybrid.	Therefore,	greater	design	flexibility	in	the	choice
of	 the	hybrid	structure	and	performance	 is	possible.	Several	possible	single-section	 two-
branch	hybrid	options	are	shown	in	Fig.	5.36	[69].	In	this	case,	it	should	be	noted	that	not
only	a	low-pass	section	but	also	a	high-pass	section	can	be	respectively	used.	In	the	latter
case,	 the	high-pass	LC	 section	 is	considered	an	equivalent	 single-frequency	 replacement
for	 a	 270°	 transmission	 line	 [70].	Figure	5.36(c)	 and	 5.36(d)	 illustrates	 the	 use	 of	 both
low-pass	and	high-pass	sections	simultaneously,	whereas	only	high-pass	sections	compose
the	hybrid	shown	in	Fig.	5.36(e).	The	performances	of	the	hybrid	couplers	shown	in	Figs.
5.36(b)	 and	 5.36(e)	 are	 very	 similar	 to	 those	 of	 the	 classical	 single-section	 branch-line
hybrid	coupler.	The	bandwidth	performances	of	the	hybrid	couplers	shown	in	Figs.	5.36(c)
and	5.36(d)	are	narrower	because	 the	power	balance	between	 their	output	ports	 is	much
narrower.	Broader	bandwidth	and	lower	output	 impedances	can	be	provided	with	a	 two-
section	three-branch	lumped-element	hybrid	coupler.





FIGURE	5.36	Equivalent	circuits	of	lumped	LC-type	hybrid	coupler.

Figure	5.37(a)	shows	the	equivalent	circuit	of	a	capacitively	coupled	lumped-element
hybrid	 coupler,	 which	 is	 used	 for	 monolithic	 design	 of	 variable	 phase	 shifters	 [71].
However,	the	power	and	phase	balance	bandwidth	at	the	output	ports	of	this	hybrid	is	very
narrow,	 in	 the	 limits	 of	 a	 few	 percent.	An	 alternative	 design	 of	 an	 inductively	 coupled
lumped-element	 hybrid	 coupler	 is	 shown	 in	 Fig.	 5.37(b)	 [72].	 As	 a	 basic	 element,	 it
includes	lumped	multiturn	mutually	coupled	spiral	inductors	with	the	coupling	coefficient,
which	can	be	 realized	using	a	bifilar	 (a	 sandwich	of	 two	multiturn	spiral	 inductors	with
inner	and	outer	windings)	spiral	transformer	to	achieve	a	coupling	coefficient	k	=	0.707.	In
this	 case,	 this	 basic	 lumped-element	 configuration	 is	 completely	 equivalent	 to	 a
transmission	 line	 in	 the	 vicinity	 of	 the	 center	 bandwidth	 frequency.	 The	 inductively
coupled	 hybrid	 coupler	 can	 provide	 a	 power	 balance	 within	 0.2	 dB	 and	 phase	 balance
within	1°	 in	 a	 frequency	bandwidth	of	±10%	 in	2-GHz	wireless	 applications.	However,
during	 the	 design	 procedure,	 some	 parasitic	 effects	 should	 be	 taken	 into	 account.	 For
example,	 the	coupled	 inductor	 itself	has	a	 sufficient	value	of	 internal	 capacitance.	Also,
the	finite	value	of	the	inductor	quality	factor	results	in	a	modest	amplitude	imbalance,	but
it	leads	to	a	significant	phase	deviation	from	ideal	quadrature	90°	difference.	In	this	case,
to	compensate	for	 the	resulting	performance	degradation,	 the	electromagnetic	simulation
of	the	structure	and	optimization	of	the	values	of	the	added	shunt	capacitors	on	both	sides
of	 the	circuit	are	 required.	Two	of	 these	 inductively	coupled	hybrids	can	be	cascaded	 in
tandem	 to	 significantly	 extend	 the	 frequency	 bandwidth.	As	 a	 result,	 the	 phase	 shift	 of
93±6°,	the	insertion	loss	between	1	and	1.5	dB,	the	return	loss	better	than	16	dB,	and	the
isolation	between	 the	output	 ports	 better	 than	18	dB	were	measured	over	 the	 frequency
range	from	2	to	6	GHz	[72].



FIGURE	5.37	Equivalent	circuits	of	lumped	hybrid	with	capacitive	and	inductive	coupling.



5.6	Coupled-Line	Directional	Couplers
The	first	directional	couplers	were	composed	of	either	a	two-wire	balanced	line	coupled	to
a	second	balanced	line	along	a	distance	of	quarter	wavelength,	or	a	pair	of	rods	a	quarter
wavelength	long	between	the	ground	planes	[60].	Although	the	propagation	of	waves	on
systems	of	parallel	conductors	was	investigated	many	decades	ago	in	connection	with	the
problem	 of	 crosstalk	 between	 open	 wire	 lines	 or	 cable	 pairs	 in	 order	 to	 eliminate	 the
natural	 coupling	 rather	 than	 use	 it,	 the	 first	 exact	 design	 theory	 for	 TEM	 (transverse
electromagnetic)	transmission-line	couplers	was	introduced	by	Oliver	[73].	In	terms	of	the
even	and	odd	electric-field	modes	describing	a	system	of	the	coupled	conductors,	it	can	be
stated	that	the	coupling	is	backward	with	coupled	wave	on	the	secondary	line	propagating
in	 the	direction	opposite	 to	 the	direction	of	 the	wave	on	 the	primary	 line,	 the	directivity
will	 be	 perfect	 with	VSWR	 equal	 to	 unity	 if	 	 at	 all	 cross	 sections	 along	 the
directional	 coupler,	 and	 the	 midband	 voltage	 coupling	 coefficient	 C	 of	 the	 directional
coupler	is	defined	as

where	C	=	0	for	zero	coupling	and	C	=	1	for	completely	superposed	transmission	lines.

A	coupled-line	directional	coupler,	whose	stripline	single-section	topology	is	shown	in
Fig.	 5.38(a),	 can	 be	 used	 for	 broadband	 power	 dividing	 or	 combining.	 Its	 electrical
properties	are	described	using	a	concept	of	two	types	of	excitations	for	the	coupled	lines	in
TEM	 approximation.	 In	 this	 case,	 for	 the	 even	mode,	 the	 currents	 flowing	 in	 the	 strip
conductors	are	equal	 in	amplitude	and	 flow	 in	 the	same	direction.	The	electric	 field	has
even	 symmetry	 about	 the	 center	 line,	 and	 no	 current	 flows	 between	 the	 two	 strip
conductors.	For	 the	odd	mode,	 the	 currents	 flowing	 in	 the	 strip	 conductors	 are	 equal	 in
amplitude,	 but	 they	 flow	 in	 opposite	 directions.	 The	 electric	 field	 lines	 have	 an	 odd
symmetry	 about	 the	 center	 line,	 and	 a	 voltage	 null	 exists	 between	 these	 two	 strip
conductors.	 An	 arbitrary	 excitation	 of	 the	 coupled	 lines	 can	 always	 be	 treated	 as	 a
superposition	 of	 appropriate	 amplitudes	 of	 even	 and	 odd	 modes.	 Therefore,	 the
characteristic	 impedance	 for	 even	 excitation	mode	Z0e	 and	 the	 characteristic	 impedance
for	 the	 odd	 excitation	mode	Z0o	 characterize	 the	 coupled	 lines.	When	 the	 two	 coupled
equal-strip	 lines	 are	 used	 in	 a	 standard	 system	 with	 characteristic	 impedance	

	then

An	 analysis	 in	 terms	 of	 the	 scattering	 S-parameters	 gives	 S11	 =	 S14	 =	 0	 for	 any
electrical	lengths	of	the	coupled	lines	and	the	output	port	4	is	isolated	from	the	matched
input	 port	 1.	Changing	 the	 coupling	 between	 the	 lines	 and	 their	widths	 can	 change	 the
characteristic	impedances	Z0e	and	Z0o.	In	this	case,



where	θ	is	the	electrical	length	of	the	coupled-line	section.

The	voltage-split	ratio	K	is	defined	as	the	ratio	between	voltages	at	ports	2	and	3	as

where	K	can	be	controlled	by	changing	the	coupling	coefficient	C	and	electrical	length	θ.

For	a	quarter-wavelength-long	coupler	when	θ	=	90°,	Eqs.	(5.67)	and	(5.68)	reduce	to

from	which	 it	 follows	 that	 equal	 voltage	 split	 between	 the	 output	 ports	 2	 and	 3	 can	 be
provided	with	

If	 it	 is	necessary	to	provide	the	output	ports	2	and	3	at	one	side,	 it	 is	best	 to	use	the
construction	of	a	microstrip	directional	coupler	with	crossed	bondwires,	as	shown	in	Fig.
5.38(b).	The	strip	crossover	for	a	stripline	directional	coupler	can	be	easily	achieved	with
the	 three-layer	 sandwich.	The	microstrip	3-dB	directional	coupler	 fabricated	on	alumina
substrate	for	idealized	zero	strip	thickness	should	have	the	calculated	strip	spacing	of	less
than	10	μm.	Such	a	narrow	value	easily	explains	the	great	interest	in	the	constructions	of
the	directional	couplers	with	larger	spacing.





FIGURE	5.38	Coupled-line	directional	couplers.

One	 of	 the	 effective	 solutions	 is	 to	 use	 a	 tandem	 connection	 of	 the	 two	 identical
directional	 couplers,	 which	 alleviates	 the	 physical	 problem	 of	 tight	 coupling,	 as	 two
individual	couplers	need	only	8.34-dB	coupling	to	achieve	a	3-dB	directional	coupler	[74,
75].	 The	 tandem	 coupler	 shown	 in	 Fig.	 5.38(c)	 has	 the	 electrical	 properties	 of	 the
individual	coupler	when	the	output	ports	1,	4	and	2,	3	are	isolated	in	pairs,	and	the	phase
difference	between	the	output	ports	2	and	3	is	of	90°.

From	an	analysis	of	the	signal	propagation	from	the	input	port	1	to	the	output	ports	2
and	 3	 of	 the	 tandem	 coupler,	 when	 the	 signal	 from	 the	 input	 port	 1	 propagates	 to	 the
output	port	2	through	the	traces	1-2′-1′-2	and	1-3′-4′-2,	whereas	the	signal	flowing	through
the	traces	1-2′-1′-3	and	1-3′-4′-3	is	delivered	to	the	output	port	3,	the	ratio	of	the	scattering
parameters	 	 of	 a	 tandem	 coupler	 can	 be	 expressed	 through	 the	 corresponding
scattering	parameters	S12	and	S13	of	the	individual	coupler	as

As	a	result,	the	signal	at	the	output	port	2	overtakes	that	at	the	output	port	3	by	90°.	In
this	case,	 for	a	3-dB	tandem	coupler	with	θ	=	90°,	 the	magnitude	of	Eq.	 (5.72)	must	be
equal	to	unity.	Consequently,	the	required	voltage	coupling	coefficient	is	calculated	as

or

C12	=	C13=	8.34	dB

As	 an	 example,	 a	 tandem	 8.34-dB	 directional	 coupler	 has	 the	 dimensions	 of	W/h	 =
0.77	and	S/h	=	0.18	for	alumina	substrate	with	εr	=	9.6,	where	W	is	the	strip	width,	S	is	the
strip	spacing,	and	h	is	the	substrate	thickness	[51].

Another	way	to	increase	the	coupling	between	the	two	edge-coupled	microstrip	lines	is
to	 use	 several	 parallel	 narrow	 microstrip	 lines	 interconnected	 with	 each	 other	 by	 the
bondwires,	 as	 shown	 in	Fig.	5.39.	 For	 a	 Lange	 coupler	 shown	 in	 Fig.	5.39(a),	 the	 four
coupled	microstrip	 lines	 are	 used,	 achieving	 a	 3-dB	 coupling	 over	 an	 octave	 or	 wider
bandwidth	[76].	In	this	case,	the	signal	flowing	to	the	input	port	1	is	distributed	between
the	output	ports	2	and	3	with	the	phase	difference	of	90°.	However,	this	structure	is	quite
complicated	 for	practical	 implementation	when,	 for	 alumina	 substrate	with	 εr	 =	 9.6,	 the
dimensions	of	 a	3-dB	Lange	 coupler	 are	W/h	 =	 0.107	 and	S/h	 =	 0.071,	where	W	 is	 the
width	of	each	strip	and	S	is	the	spacing	between	adjacent	strips.



FIGURE	5.39	Lange	directional	couplers.

Figure	 5.39(b)	 shows	 the	 unfolded	 Lange	 coupler	 with	 four	 strips	 of	 equal	 length,
which	offers	the	same	electrical	performance	but	is	easier	for	circuit	modeling	[77].	The
even-mode	 characteristic	 impedance	Ze4	 and	 odd-mode	 characteristic	 impedance	Zo4	 of
the	Lange	coupler	with	 	 in	 terms	of	 the	characteristic	 impedances	of	 a	 two-
conductor	 line	 (which	 is	 identical	 to	 any	 pair	 of	 adjacent	 lines	 in	 the	 coupler)	 can	 be
obtained	by

where	Z0e	 and	 Z0o	 are	 the	 even-	 and	 odd-mode	 characteristic	 impedances	 of	 the	 two-
conductor	pair	[78].



The	midband	voltage	coupling	coefficient	C	is	given	by

The	 even-	 and	 odd-mode	 characteristic	 impedances	Z0e	 and	Z0o,	 as	 functions	 of	 the
characteristic	impedance	Z0	and	coupling	coefficient	C,	are	determined	by

For	 alumina	 substrate	with	 εr	 =	 9.6,	 the	dimensions	of	 such	 a	 3-dB	unfolded	Lange
coupler	are	W/h	=	0.112	and	S/h	=	0.08,	where	W	 is	 the	width	of	each	strip	and	S	 is	 the
spacing	between	the	strips.

The	design	 theory	 for	TEM	transmission-line	couplers	 is	based	on	an	assumption	of
the	same	phase	velocities	of	the	even	and	odd	propagation	mode.	However,	this	is	not	the
case	for	coupled	microstrip	 lines,	because	they	have	unequal	even-	and	odd-mode	phase
velocities.	 In	 this	 case,	 the	 odd	mode	 has	more	 fringing	 electric	 field	 in	 the	 air	 region
rather	 than	 the	 even	 mode	 with	 electric	 field	 concentrating	 mostly	 in	 the	 substrate
underneath	 the	 microstrip	 lines.	 As	 a	 result,	 the	 effective	 dielectric	 permittivity	 in	 the
latter	 case	 is	 higher,	 thus	 indicating	 a	 smaller	 phase	 velocity	 for	 the	 even	 mode.
Consequently,	it	is	required	to	apply	the	phase	velocity	compensation	techniques	in	order
to	 improve	 the	 coupler	 directivity,	 which	 decreases	 with	 increasing	 frequency.	 Figure
5.40(a)	 shows	 the	 topology	 of	 a	 typical	 wiggly-line	 coupler	 (with	 sawtooth	 shape	 of
coupled	 lines),	where	wiggling	 the	 adjacent	 edges	 of	 the	microstrip	 lines,	which	makes
their	physical	lengths	longer,	slows	the	odd-mode	wave	without	much	affecting	the	even-
mode	 wave	 [79].	 High	 directivity	 can	 also	 be	 achieved	 by	 using	 a	 capacitive
compensation.	Figure	5.40(b)	 shows	 the	capacitively	compensated	microstrip	directional
coupler,	where	the	two	identical	lumped	capacitors	are	connected	between	coupled	lines	at
their	edges.	Physically,	these	edge	capacitors	affect	the	odd	mode	by	equivalent	extension
of	 the	 transmission-line	 electrical	 lengths,	with	 almost	 no	 effect	 for	 even	mode.	 For	 an
ideal	 lossless	 operation	 condition	 at	 12	 GHz	 using	 standard	 alumina	 substrate,	 the
compensated	 coupled-line	 microstrip	 directional	 coupler	 can	 improve	 directivity	 from
13.25	dB	to	infinity	[80].	Capacitive	compensation	can	be	performed	by	a	gap	coupling	of
the	open-circuit	stub	formed	in	a	subcoupled	line	[81].	In	this	case,	the	coupler	directivity
can	 be	 improved	 by	 23	 dB	 in	 a	 frequency	 range	 from	 1	 to	 2.5	 GHz,	 compared	 to	 the
directivity	of	the	conventional	uncompensated	microstrip	coupler.



FIGURE	5.40	Coupled-line	directional	couplers.

At	 radio	 frequencies	 and	 low	 microwaves,	 the	 conventional	 quarter-wavelength
directional	 coupler	 has	 very	 large	 dimensions	 that	 limit	 their	 practical	 application,
especially	in	monolithic	circuits.	Figure	5.41	shows	the	circuit	diagram	of	a	reduced-size
directional	coupler	consisting	of	the	two	coupled	microstrip	lines,	whose	electrical	lengths
are	 much	 smaller	 than	 a	 quarter-wavelength.	 The	 main	 problem	 of	 the	 coupler	 at
frequencies,	where	 the	 electrical	 length	 of	 its	 coupled	 lines	 is	 smaller	 than	 the	 quarter-
wavelength,	is	that	the	degree	of	coupling	linearly	varies	with	frequency.	To	compensate
this	frequency	behavior,	the	output	port	3	can	be	connected	to	a	series	inductor	L	followed
by	 a	 shunt	 resistor	 R	 [40,	 82].	 The	 inductance	 value	 depends	 on	 the	 coupling	 value,
flatness,	and	midband	frequency,	whereas	the	resistance	value	depends	on	the	impedance
of	 the	 secondary	 line	 and	 inductance	 value.	 Such	 a	 microstrip	 reduced-size	 directional
coupler	with	L	=	180	nH	and	R	=	62	Ω	can	provide	the	coupling	of	about	30	dB	with	a
flatness	of	±0.1	dB,	a	directivity	greater	than	20	dB,	an	insertion	loss	less	than	0.25	dB,
and	a	VSWR	less	than	1.15	in	a	frequency	bandwidth	of	60%	around	200	MHz.	Tuning	of
the	 center	 bandwidth	 frequency	 and	 coupling	 can	 be	 simply	 realized	 by	 varying	 the
inductance	value.



FIGURE	5.41	Coupled-line	reduced-size	directional	coupler.
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CHAPTER	6



G

Power	Amplifier	Design	Fundamentals

enerally,	 the	 power	 amplifier	 design	 requires	 accurate	 active	 device	 modeling,
impedance	 matching	 depending	 on	 the	 technical	 requirements	 and	 operation

conditions,	stability	in	operation,	and	simplicity	in	practical	 implementation.	The	quality
of	the	power	amplifier	design	is	evaluated	by	realized	maximum	power	gain	under	stable
operation	 condition	with	minimum	 amplifier	 stages,	 and	 the	 requirement	 of	 linearity	 or
high	efficiency	can	be	considered	where	it	is	needed.	For	a	stable	operation,	it	is	necessary
to	evaluate	 the	operating	 frequency	domains	where	 the	active	device	may	be	potentially
unstable.	To	avoid	the	parasitic	oscillations,	the	stabilization	circuit	technique	for	different
frequency	 domains	 (from	 low	 frequencies	 up	 to	 high	 frequencies	 close	 to	 the	 device
transition	 frequency)	 is	 discussed.	 The	 key	 parameter	 of	 the	 power	 amplifier	 is	 its
linearity,	 which	 is	 very	 important	 for	 many	 wireless	 communication	 applications.	 The
relationships	between	the	output	power,	1-dB	gain	compression	point,	third-order	intercept
point,	 and	 intermodulation	 distortions	 of	 the	 third	 and	 higher	 orders	 are	 given	 and
illustrated	 for	 different	 active	 devices.	 The	 device	 bias	 conditions	 that	 are	 generally
different	for	linearity	or	efficiency	improvement	depend	on	the	power	amplifier	operation
class	 and	 the	 type	 of	 the	 active	 device.	 The	 bias	 circuits	 for	 the	 voltage-controlled
MOSFET	 devices	 are	 simple	 due	 to	 its	 voltage	 control,	 because	 the	 gate	 dc	 current	 is
equal	to	the	gate	leakage	current.	However,	for	the	current-controlled	bipolar	devices,	they
differ	substantially,	depending	on	the	device	base	current	and	class	of	operation.	The	basic
Classes	A,	AB,	B,	and	C	of	the	power	amplifier	operation	are	introduced	and	analyzed,	as
well	 as	 classes	 of	 operation	 based	 on	 a	 finite	 number	 of	 harmonics	 are	 discussed	 and
described.	The	concept	and	design	of	 the	push-pull	amplifiers	using	balanced	 transistors
are	also	presented.

6.1	Main	Characteristics
Power	amplifier	design	aims	for	maximum	power	gain	and	efficiency	for	a	given	value	of
output	power	with	a	predictable	degree	of	stability.	In	order	to	extract	the	maximum	power
from	a	source	generator,	it	is	a	well-known	fact	that	the	external	load	should	have	a	vector
value	 that	 is	conjugate	of	 the	 internal	 impedance	of	 the	source	[1].	The	power	delivered
from	a	generator	to	a	load	when	matched	on	this	basis	will	be	called	the	available	power
of	the	generator	[2].	In	this	case,	the	power	gain	of	a	four-terminal	network	is	defined	as
the	ratio	of	the	power	delivered	to	the	load	connected	at	the	output	terminals	to	the	power
available	 from	 the	 generator	 connected	 to	 the	 input	 terminals,	 usually	 measured	 in
decibels,	and	this	ratio	is	called	the	power	gain	irrespective	of	whether	it	is	greater	or	less
than	one	[3,	4].

Figure	6.1	shows	the	basic	block	schematic	of	a	single-stage	power	amplifier	circuit,
which	 includes	 an	 active	 device,	 an	 input	 matching	 circuit	 to	 match	 with	 the	 source
impedance,	and	an	output	matching	circuit	to	match	with	the	load	impedance.	Generally,
the	two-port	active	device	is	characterized	by	a	system	of	 the	immittance	W-parameters,
that	is,	any	system	of	the	impedance	Z-parameters,	hybrid	H-parameters,	or	admittance	Y-



parameters	 [5,	6].	The	 input	and	output	matching	circuits	 transform	 the	source	and	 load
immittances	WS	and	WL	into	specified	values	between	ports	1	to	2	and	3	to	4,	respectively,
by	means	of	which	the	optimal	design	operation	mode	of	the	power	amplifier	is	realized.

FIGURE	6.1	Block	schematic	of	single-stage	power	amplifier.

The	given	technical	requirements	and	the	convenience	of	the	design	realization	(using
the	appropriate	types	of	the	active	devices	and	circuit	schematics)	determine	the	choice	of
system	 of	 the	 admittance	 Y-parameters	 or	 impedance	 Z-parameters.	 Let,	 for	 the	 given
input	and	output	voltages,	the	active	device	be	characterized	by	a	matrix	of	Y-parameters.
In	 this	 case,	 the	 source	 of	 the	 input	 signal	 is	 represented	 by	 the	 current	 source	with	 an
internal	admittance	YS,	and	a	load	is	characterized	by	the	load	admittance	YL,	as	shown	in
Fig.	 6.2(a).	 If	 a	 two-port	 active	 device	 is	 described	 by	 a	 system	 of	 Z-parameters,	 the
source	of	the	input	signal	is	represented	by	the	voltage	source	with	an	internal	impedance
ZS,	whereas	the	load	is	characterized	by	the	load	impedance	ZL,	as	shown	in	Fig.	6.2(b).	In
both	 cases,	 the	 admittances	YS	 and	YL	 and	 the	 impedances	ZS	 and	ZL	 are	 seen	 looking
toward	the	source	and	load	through	the	input	and	output	matching	circuits.



FIGURE	6.2	Two-port	loaded	amplifier	networks.

To	calculate	the	electrical	characteristics	of	a	power	amplifier,	first	consider	a	system
of	 the	 admittance	 Y-parameters.	 The	 active	 device	 in	 this	 case	 is	 described	 by	 the
following	system	of	two	equations:

Depending	 on	 impedance	 matching	 at	 the	 input	 and	 output	 device	 ports,	 several
definitions	of	the	amplifier	power	gain	in	terms	of	Y-parameters	can	be	derived.

Operating	power	gain	(GP	=	PL/Pin)	is	the	ratio	of	power	dissipated	in	the	active	load
GL	to	power	delivered	to	the	input	port	of	the	active	device	with	admittance	Yin.	This	gain
is	independent	of	GS	but	is	strongly	dependent	on	GL.



Available	power	gain	(GA	=	Pout/PS)	is	the	ratio	of	power	available	at	the	output	port
of	 the	 active	 device	with	 admittance	Yout	 to	 power	 available	 from	 the	 source	GS.	 This
power	gain	depends	on	GS	but	not	GL.

Transducer	power	gain	(GT	=	PL/PS)	is	the	ratio	of	power	dissipated	in	the	active	load
GL	 to	power	available	from	the	source	GS.	This	power	gain	assumes	complex-conjugate
impedance	matching	at	the	input	and	output	ports	of	the	active	device	being	dependent	on
both	GS	and	GL.

Maximum	 available	 gain	 (MAG)	 is	 the	 theoretical	 power	 gain	 of	 the	 active	 device
when	 its	 reverse	 transfer	 admittance	Y12	 is	 set	 equal	 to	 zero.	 It	 represents	 a	 theoretical
limit	on	the	gain	that	can	be	achieved	with	the	given	active	device	assuming	of	complex-
conjugate	impedance	matching	of	the	input	and	output	ports	of	the	active	device	with	the
source	and	load,	respectively.

In	practice,	 to	characterize	an	amplifier	 circuit	gain	property,	generally	 two	 types	of
power	 gain	 are	 used:	 operating	 power	 gain	 GP	 and	 transducer	 power	 gain	 GT.	 The
operating	power	gain	GP	is	used	when	it	is	required	to	calculate	the	power	at	the	input	port
of	 the	 device,	 which	 is	 necessary	 to	 provide	 the	 given	 power	 delivered	 to	 the	 load.
However,	to	analyze	the	stability	conditions,	it	is	important	to	know	both	the	value	of	the
source	 impedance	 and	 the	 value	 of	 the	 load	 impedance.	 Therefore,	 in	 this	 case	 it	 is
preferable	to	use	the	transducer	power	gain	GT,	which	is	necessary	to	maximize	within	the
restrictions	imposed	by	the	stability	consideration.

First,	consider	the	evaluation	of	GP	in	terms	of	the	two-port	network	Y-parameters.	If
V1	is	the	amplitude	at	the	input	port	of	the	active	device,	then

where	Yin	 =	 I1/V1	 is	 the	 input	 admittance	 (between	 input	 ports	 1	 and	 2)	 of	 a	 two-port
network	 loaded	 on	 the	 admittance	YL.	 Given	 that	 I2	 =	 −YLV2,	 the	 expression	 for	Yin	 is
defined	from	Eq.	(6.1)	as

The	output	power	dissipated	in	a	load	is	obtained	by

As	a	result,	the	operating	power	gain	GP	can	be	written	as

The	 operating	 power	 gain	 GP	 does	 not	 depend	 on	 the	 source	 parameters	 and
characterizes	only	the	effectiveness	of	the	power	delivery	from	the	input	port	of	the	active
device	 to	 the	 load.	This	 gain	 helps	 evaluate	 the	 gain	 property	 of	 a	multistage	 amplifier
when	the	overall	operating	power	gain	GP(total)	is	equal	to	the	product	of	each	stage	GP.



The	 transducer	 power	 gain	 GT	 includes	 an	 assumption	 of	 the	 complex-conjugate
matching	of	 the	 load	and	 the	 source.	This	means	 that	Yin	=	Ys*,	where	Ys*	 is	 the	 source
admittance	matched	conjugately	to	the	input	port	of	the	active	device	Yin.	As	a	result,	the
power	available	from	the	source	is	written	as

If	IS	=	YSV1	+	I1,	then	the	expression	for	the	source	current	IS	using	Eq.	(6.1)	can	be
defined	by

From	Eqs.	(6.4)	and	(6.7)	it	follows	that	the	transducer	power	gain	GT	can	be	written
as

Similarly,	 the	 operating	 and	 transducer	 power	 gains	GP	 and	GT	 and	 the	 input	 and
output	impedances	Zin	and	Zout	can	be	expressed	 through	 the	same	analytical	 forms	of	a
system	 of	 Z-parameters.	 Thus,	 by	 using	 the	 immittance	 W-parameters,	 they	 can	 be
generalized	as

where	 Wij	 (i,	 j	 =	 1,	 2)	 are	 the	 immittance	 two-port	 parameters	 of	 the	 active	 device
equivalent	circuit.

From	Eqs.	(6.9)	and	(6.10),	it	follows	that	if	W12	=	0,	then	Win	=	W11	and	Wout	=	W22.
As	a	result,	in	the	case	of	the	complex-conjugate	matching	at	the	input	and	output	ports	of
the	active	device,	the	expression	for	MAG	is	obtained	from	Eq.	(6.11)	or	(6.12)	as

the	magnitude	of	which	depends	only	on	the	active	device	immittance	parameters.

The	bipolar	transistor	simplified	small-signal	π-hybrid	equivalent	circuit	shown	in	Fig.
6.3	 provides	 an	 example	 for	 a	 conjugately	 matched	 bipolar	 power	 amplifier.	 The
impedance	Z-parameters	of	 the	equivalent	circuit	of	 the	bipolar	 transistor	 in	a	common-



emitter	configuration	can	be	written	as

FIGURE	6.3	Simplified	equivalent	circuit	of	matched	bipolar	power	amplifier.

where	gm	 is	 the	device	 transconductance,	rb	 is	 the	series	base	resistance,	Cπ	 is	 the	base-
emitter	 capacitance	 including	 both	 diffusion	 and	 junction	 components,	 and	 Cc	 is	 the
feedback	collector	capacitance.

By	 setting	 the	 device	 feedback	 impedance	 Z12	 to	 zero	 and	 complex-conjugate–
matching	conditions	at	the	input	of	RS	=	ReZin	and	Lin	=	−ImZin/ω	and	at	the	output	of	RL
=	 ReZout	 and	 Lout	 =	 −ImZout/ω,	 the	 small-signal	 transducer	 power	 gain	 GT	 can	 be
calculated	by

where	fT	=	gm/2πCπ	is	the	device	transition	frequency.	Equation	(6.15)	gives	a	well-known
expression	 for	 maximum	 operating	 frequency	 of	 the	 BJT	 device	 when	 the	 maximum
available	gain	is	equal	to	unity,

Figure	 6.4	 shows	 the	 simplified	 circuit	 schematic	 for	 a	 conjugately	 matched	 FET
(field-effect	transistor)	power	amplifier.	The	admittance	Y-parameters	of	the	small-signal
equivalent	circuit	of	any	FET	device	in	a	common-source	configuration	can	be	written	as



FIGURE	6.4	Simplified	equivalent	circuit	of	matched	FET	power	amplifier.

where	gm	is	the	device	transconductance,	Rgs	is	the	gate-source	resistance,	Cgs	is	the	gate-
source	 capacitance,	Cgd	 is	 the	 feedback	 gate-drain	 capacitance,	Cds	 is	 the	 drain-source
capacitance,	and	Rds	is	the	differential	drain-source	resistance.

Because	the	value	of	the	gate-drain	capacitance	Cgd	 is	usually	relatively	small,	effect
of	the	feedback	admittance	Y12	can	be	neglected	in	a	simplified	case.	Then,	it	is	necessary
to	set	RS	=	Rgs	and	Lin	=	1/ω2Cgs	for	input	matching,	whereas	RL	=	Rds	and	Lout	=	1/ω2Cds
for	output	matching.	Hence,	the	small-signal	transducer	power	gain	GT	can	approximately
be	calculated	by

where	 fT	 =	 gm/2πCgs	 is	 the	 device	 transition	 frequency	 and	 MAG	 is	 the	 maximum
available	 gain	 representing	 a	 theoretical	 limit	 for	 the	 power	 gain	 that	 can	 be	 achieved
under	 complex-conjugate	 matching	 conditions.	 Equation	 (6.18)	 gives	 a	 well-known
expression	 for	 maximum	 operating	 frequency	 of	 the	 FET	 device	 when	 the	 maximum
available	gain	is	equal	to	unity,

From	 Eqs.	 (6.15)	 and	 (6.18),	 it	 follows	 that	 the	 small-signal	 power	 gain	 of	 a
conjugately	matched	power	amplifier	for	any	type	of	the	active	device	drops	off	as	1/f2	or
6	dB	per	octave.	Therefore,	 if	 a	power	gain	GT	 is	known	at	 the	 transition	 frequency	 fT,
GT(f)	can	readily	be	predicted	at	a	certain	frequency	f	by



It	 should	 be	 noted	 that	 previous	 analysis	 is	 based	 on	 the	 linear	 small-signal
consideration	when	generally	nonlinear	device	current	source	as	a	function	of	both	input
and	output	voltages	can	be	characterized	by	the	linear	transconductance	gm	as	a	function
of	 the	 input	voltage	and	 the	output	differential	 resistance	Rds	 is	a	 function	of	 the	output
voltage.	This	is	a	result	of	a	Taylor-series	expansion	of	the	output	current	as	a	function	of
the	input	and	output	voltages	with	maintaining	only	the	dc	and	linear	components.	Such	an
approach	 helps	 understand	 and	 derive	 the	 maximum	 achievable	 power	 amplifier
parameters	in	a	linear	approximation.	In	this	case,	the	active	device	is	operated	in	a	Class-
A	mode	when	one-half	of	the	dc	power	is	dissipated	in	the	device,	whereas	the	other	half
is	transformed	to	the	fundamental-frequency	output	power	flowing	into	the	load,	resulting
in	a	maximum	ideal	collector	efficiency	of	50%.	The	device	output	resistance	Rout	remains
constant	and	can	be	calculated	as	a	ratio	of	the	dc	supply	voltage	to	the	dc	current	flowing
through	 the	 active	 device.	 In	 a	 nonlinear	 case,	 for	 a	 complex-conjugate–matching
procedure,	 the	 device	 output	 immittance	 under	 large-signal	 consideration	 should	 be
calculated	using	 a	Fourier-series	 analysis	 of	 the	output	 current	 and	voltage	 fundamental
components.	This	means	that,	unlike	a	linear	Class-A	mode,	the	active	device	is	operated
in	a	device	linear	region	only	part	of	the	entire	period,	and	its	output	resistance	is	defined
as	 a	 ratio	 of	 the	 fundamental-frequency	 output	 voltage	 to	 the	 fundamental-frequency
output	current.	This	is	not	a	physical	resistance	resulting	in	a	power	loss	inside	the	device,
but	 an	 equivalent	 resistance	 required	 to	use	 for	 a	 conjugate	matching	procedure.	 In	 this
case,	the	complex	conjugate	matching	is	valid	and	necessary,	first,	to	compensate	for	the
reactive	 part	 of	 the	 device	 output	 impedance	 and	 second,	 to	 provide	 a	 proper	 load
resistance,	 resulting	 in	 a	maximum	power	 gain	 for	 a	 given	 supply	 voltage	 and	 required
output	 power	 delivered	 to	 the	 load.	Note	 that	 this	 is	 not	 the	maximum	 available	 small-
signal	 power	 gain	 that	 can	 be	 achieved	 in	 a	 linear	 operation	 mode,	 but	 a	 maximum
achievable	 large-signal	power	gain	 that	can	be	achieved	 for	a	particular	operation	mode
with	 a	 certain	 conduction	 angle.	 Of	 course,	 the	 maximum	 large-signal	 power	 gain	 is
smaller	 than	 the	 small-signal	 power	 gain	 for	 the	 same	 input	 power,	 because	 the	 output
power	in	a	nonlinear	operation	mode	also	includes	the	powers	at	the	harmonic	components
of	the	fundamental	frequency.

Therefore,	 it	makes	more	practical	 sense	not	 to	 introduce	 separately	 the	 concepts	of
the	 gain	 match	 with	 respect	 to	 the	 linear	 power	 amplifiers	 and	 the	 power	 match	 in
nonlinear	power	amplifiers	because	the	maximum	large-signal	power	gain	as	a	function	of
the	conduction	angle	corresponds	 to	 the	maximum	fundamental-frequency	output	power
delivered	to	the	load	due	to	large-signal	conjugate	output	matching.	It	is	very	important	to
provide	a	conjugate	matching	at	both	input	and	output	device	ports	to	achieve	maximum
power	gain	in	a	large-signal	mode.	In	a	Class-A	mode,	the	maximum	small-signal	power
gain	ideally	remains	constant	regardless	of	the	output	power	level.

The	transistor	characterization	in	a	large-signal	mode	can	be	done	based	on	equivalent
quasi-harmonic	 nonlinear	 approximation	under	 the	 condition	 of	 sinusoidal	 port	 voltages
[7].	 In	 this	 case,	 the	 large-signal	 impedances	 are	 generally	 determined	 in	 the	 following
manner.	The	designer	 tunes	 the	 load	network	(often	by	trial	and	errors)	 to	maximize	the



output	power	to	the	required	level	using	a	particular	transistor	at	a	specified	frequency	and
supply	voltage.	Then,	the	transistor	is	removed	from	the	circuit	and	the	impedance	seen	by
the	collector	is	measured	at	the	carrier	frequency.	The	complex-conjugate	of	the	measured
impedance	then	represents	the	equivalent	large-signal	output	impedance	of	the	transistor	at
that	 frequency,	 supply	 voltage,	 and	 output	 power.	 Similar	 design	 process	 is	 used	 to
measure	the	input	impedance	of	the	transistor	and	to	maximize	power-added	efficiency	of
the	 power	 amplifier.	 It	 is	 especially	 important	with	 power	 transistors	 in	 the	microwave
region	either	to	characterize	the	transistors	in	the	packaging	configuration,	in	which	they
will	be	utilized	in	the	circuit	application,	or	to	accurately	know	the	package	parameters	so
that	 suitable	 corrections	 can	 be	 made	 if	 the	 transistors	 are	 mounted	 in	 a	 different
environment	[8].

To	 deliver	 maximum	 power	 to	 the	 load,	 it	 is	 necessary	 to	 use	 some	 impedance
matching	network	that	can	modify	the	load	as	viewed	from	the	generator	[1].	The	design
of	reactance	networks	to	connect	a	resistive	load	efficiently	to	a	source	of	power	can	be
carried	 out	 most	 conveniently	 by	 the	 theory	 of	 image	 impedances.	 In	 this	 case,	 if	 the
image	impedances	of	such	a	network	are	pure	resistances	and	it	is	connected	between	the
generator	 and	 the	 load	 whose	 impedances	 are	 equal	 to	 these	 image	 impedances,	 the
impedances	will	match	at	both	 junctions.	Under	 these	conditions	with	an	assumption	of
pure	 reactances	 of	 the	 arms	 of	 the	 connecting	 network,	 no	 power	will	 dissipate	 during
transmission	and	so	this	maximum	power	will	be	delivered	to	the	load.	If	the	terminating
impedances	 are	 not	 pure	 resistances,	 they	 can	 be	 made	 so	 at	 any	 single	 frequency	 by
additional	 reactance	 in	 series	with	 them.	Not	 only	 can	 such	 reactance	networks	provide
high	 operation	 efficiency	 but	 can	 also	 attenuate	 undesired	 harmonics.	 A	 variety	 of
configurations	can	be	designed	to	accomplish	the	desired	result.	Generally,	the	various	L-
type,	T-type,	 and	π-type	 configurations	 of	 reactances	 described	 in	Chap.	 4	 are	 used	 for
matching	 networks,	 depending	 on	 convenience	 of	 the	 circuit	 implementation	 and
particular	 application	 technology.	They	 can	be	 implemented	 in	 both	 low-	 and	high-pass
topologies.

6.2	Power	Gain	and	Stability
In	 early	 radiofrequency	 vacuum-tube	 transmitters,	 it	 was	 observed	 that	 the	 tubes	 and
associated	circuits	may	have	damped	or	undamped	oscillations	depending	on	 the	circuit
losses,	the	feedback	coupling,	the	grid	and	anode	potentials,	and	the	reactance	or	tuning	of
the	 parasitic	 circuits	 [9,	 10].	 Various	 parasitic	 oscillator	 circuits	 such	 as	 the	 tuned-grid
−tuned-anode	 circuit	with	 capacitive	 feedback,	Hartley,	Colpitts,	 or	Meissner	 oscillators
can	be	realized	at	high	frequencies,	which	potentially	can	be	eliminated	by	adding	a	small
resistor	 close	 to	 the	 grid	 or	 anode	 connections	 of	 the	 tubes	 for	 damping	 the	 circuits.
Inductively	coupled	 rather	 than	capacitively	coupled	 input	and	output	circuits	 should	be
used	wherever	possible.

According	 to	 the	 immittance	 approach	 to	 the	 stability	 analysis	 of	 the	 active
nonreciprocal	two-port	network,	it	is	necessary	and	sufficient	for	its	unconditional	stability
if	the	following	system	of	equations	can	be	satisfied	for	the	given	active	device:



or

where	ReWS	and	ReWL	are	considered	 to	be	greater	 than	zero	[11,	12].	The	active	 two-
port	network	can	be	treated	as	unstable	or	potentially	unstable	in	the	case	of	the	opposite
signs	in	Eqs.	(6.21)	and	(6.23).

When	Re[WS(ω)]	>	0	and	Re[WL(ω)]	>	0,	the	requirements	of	amplifier	unconditional
stability	can	be	simplified	to

According	to	Eqs.	(6.9)	and	(6.10),	the	value	of	ReWin	depends	on	the	load	immittance
WL,	whereas	 the	 variation	 of	 the	 source	 immittance	WS	 leads	 to	 the	 change	 of	ReWout.
Therefore,	 if	 there	 is	 a	 negative	 value	 of	 ReWout,	 the	 active	 two-port	 network	 will	 be
potentially	 unstable	 in	 certain	 limits	 of	 the	 values	 of	 immittance	WS.	Consequently,	 for
unconditionally	 stable	 amplifier	 operation	mode,	 it	 is	 necessary	 to	 satisfy	 the	 following
condition:

Analyzing	Eq.	(6.10)	on	extremum,	the	minimum	positive	value	of	ReWout	for	a	given
constant	value	of	ReWS	can	be	derived	by	solving	equation	∂	ReWout/∂	ImWS	=	0	as

The	second	term	in	the	right-hand	part	of	Eq.	(6.27)	as	a	function	of	ReWS	can	take	a
maximum	negative	value	when	ReWS	=	0,	resulting	in

Consequently,	 the	 requirement	of	a	positive	minimum	value	of	ReWout	 given	by	Eq.
(6.26)	can	be	written	as

Similar	result	can	be	obtained	by	optimizing	the	immittance	Win	as	a	function	of	WL.
From	Eq.	(6.29)	it	follows	that	under	such	a	condition	the	active	device	is	unconditionally
stable	at	any	frequencies	where	this	condition	is	fulfilled,	regardless	of	any	values	of	the
source	and	load	immittances	WS	and	WL.	By	normalizing	Eq.	(6.29),	a	special	relationship
between	the	device	immittance	parameters	called	the	device	stability	factor	can	be	derived
as



which	 shows	 a	 stability	margin	 indicating	how	 far	 from	zero	value	 are	 the	 real	 parts	 in
Eqs.	(6.9)	and	(6.11)	being	positive	[12].

It	 should	be	noted	 that	 the	applicability	of	Eqs.	 (6.29)	and	(6.30)	 is	 restricted	 to	 the
following	requirements:

A	comparison	of	Eqs.	(6.29)	and	(6.30)	shows	that	the	active	device	is	unconditionally
stable	if	K	>	1	and	potentially	unstable	if	K	<	1.	From	Eq.	(6.31)	and	the	condition

it	follows	that	the	smallest	possible	value	of	the	device	stability	factor	can	be	defined	as	K
=	−1,	which	means	that	the	values	of	K	can	be	arranged	only	in	the	interval	[−1,	∞).

When	the	active	device	is	potentially	unstable,	an	improvement	of	the	power	amplifier
stability	can	be	provided	with	the	appropriate	choice	of	the	source	and	load	immittances
WS	and	WL.	In	this	case,	the	circuit	stability	factor	KT	 is	defined	in	the	same	way	as	the
device	stability	factor	K,	but	by	taking	into	account	ReWS	and	ReWL	along	with	the	device
W-parameters.	In	this	case,	the	circuit	stability	factor	is	given	by

If	 the	 circuit	 stability	 factor	KT	 ≥	 1,	 the	 power	 amplifier	 is	 unconditionally	 stable.
However,	the	power	amplifier	becomes	potentially	unstable	if	KT	<	1.	The	value	of	KT	=	1
corresponds	 to	 the	border	of	 the	circuit	unconditional	 stability.	The	values	of	 the	circuit
stability	factor	KT	and	device	stability	factor	K	become	equal	if	ReWS	=	ReWL	=	0.

For	the	device	stability	factor	K	>	1,	the	operating	power	gain	GP	has	to	be	maximized
[13,	14].	By	analyzing	Eq.	(6.11)	on	extremum,	it	is	possible	to	derive	the	optimum	values

	and	 	at	which	 the	operating	power	gain	GP	 is	maximal,	by	solving	 the	 following
system	of	two	equations:

As	a	result,	 the	optimum	values	 	and	 	depend	on	 the	 immittance	parameters	of
the	active	device	and	the	device	stability	factor	according	to

Substituting	the	obtained	values	of	 	and	 	into	Eq.	(6.11)	yields	an	expression	for
calculating	the	maximum	value	of	GPmax	written	as

from	which	it	follows	that	GPmax	can	be	achieved	only	if	K	>	1,	whereas	



when	K	=	1.

If	the	source	is	conjugately	matched	with	the	input	of	the	active	device,	the	following
conditions	must	be	satisfied:

Then,	by	substituting	these	expressions	into	Eq.	(6.9),	 the	optimum	values	Re 	and
Im	 	 as	 functions	 of	 the	 immittance	 parameters	 of	 the	 active	 device	 and	 the	 device
stability	factor	can	be	derived	as

A	 comparison	 of	 Eqs.	 (6.39)	 and	 (6.40)	 with	 Eqs.	 (6.35)	 and	 (6.36),	 respectively,
shows	 that	 these	 expressions	 are	 identical.	 Consequently,	 the	 power	 amplifier	 with	 an
unconditionally	stable	active	device	provides	a	maximum	power	gain	operation	only	if	the
input	 and	output	 of	 the	 active	device	 are	 conjugately	matched	with	 the	 source	 and	 load
impedances,	respectively.	For	the	lossless	input	matching	circuit	when	the	power	available
at	the	source	is	equal	to	the	power	delivered	to	the	input	port	of	the	active	device,	that	is,
PS	=	Pin,	the	maximum	operating	power	gain	is	equal	to	the	maximum	transducer	power
gain,	that	is,	GPmax	=	GTmax.

6.3	Stabilization	Circuit	Technique

6.3.1	Frequency	Domains	of	BJT	Potential	Instability
Domains	of	the	device’s	potential	instability	include	the	operating	frequency	ranges	where
the	 device	 stability	 factor	 is	K	 <	 1.	Within	 the	 bandwidth	 of	 these	 frequency	 domains,
parasitic	 oscillations	 can	 occur,	 defined	 by	 internal	 positive	 feedback	 and	 operating
conditions	of	the	active	device.	Therefore,	 it	 is	very	important	to	determine	effect	of	the
device	feedback	parameters	on	the	origin	of	the	parasitic	self-oscillations	and	to	establish
possible	circuit	configurations	of	the	parasitic	oscillators.

The	 instabilities	 may	 not	 be	 self-sustaining,	 induced	 by	 the	 RF	 drive	 power	 but
remaining	on	its	removal.	One	of	the	most	serious	cases	of	the	power	amplifier	instability
can	occur	with	a	variation	of	 the	 load	 impedance.	Under	 these	conditions,	 the	 transistor
may	be	destroyed	almost	instantaneously.	However,	even	it	is	not	destroyed,	the	instability
can	 result	 in	 an	 increased	 level	 of	 the	 spurious	 emissions	 in	 the	output	 spectrum	of	 the
power	amplifier.	Generally,	the	following	classification	for	linear	instabilities	can	be	used
[15]:

•			Low-frequency	oscillations	produced	by	thermal	feedback	effects.

•			Oscillations	due	to	internal	feedback.

•			Negative	resistance-	or	conductance-induced	instabilities	due	to	transit-time
effects,	avalanche	multiplication,	etc.



•			Oscillations	due	to	external	feedback	as	a	result	of	insufficient	decoupling	of
the	dc	supply,	etc.

The	BJT	stability	factor	expressed	through	the	device	impedance	Z-parameters	can	be
rewritten	from	Eq.	(6.30)	by

where	R11	=	ReZ11,	R22	=	ReZ22.

In	a	simplified	case	shown	in	Fig.	6.3,	 the	only	feedback	element	 that	 influences	 the
transistor	 stability	 factor	 is	 the	 collector	 capacitance	 Cc.	 Such	 a	 simplification	 of	 the
equivalent	circuit	leads	to	the	negligible	errors	across	the	frequency	range	of	f	≤	0.3fT.	At
higher	frequencies,	an	influence	of	 the	packaging	parasitic	reactive	elements	such	as	 the
bondwire	 and	 lead	 inductances	 and	 pad	 capacitances	 must	 be	 taken	 into	 account.	 The
device	impedance	Z-parameters	given	by	Eq.	(6.14)	can	be	rearranged	as

where	ωT	=	2πfT.

By	using	the	ratios	for	Z-parameters	given	in	Eq.	(6.42),	the	device	stability	factor	can
be	expressed	through	the	parameters	of	the	transistor	equivalent	circuit	as

The	device	stability	 factor	 increases	almost	proportionally	with	 the	frequency	at	 low
frequencies	and	achieves	its	maximum	value	of

at	 higher	 frequencies.	 Equation	 (6.44)	 shows	 a	 ratio	 between	 the	 maximum	 device
stability	factor	K	and	feedback	capacitance	Cc,	and	analytically	demonstrates	effect	of	the
increase	in	the	BJT	stability	factor	with	the	decrease	in	the	collector	feedback	capacitance.

At	very	low	frequencies,	the	bipolar	transistors	are	potentially	stable	and	the	fact	that
K	→	 0	when	 f	→	 0	 can	 be	 explained	 by	 simplifying	 the	 bipolar	 equivalent	 circuit.	 In
practice,	at	low	frequencies,	it	is	necessary	to	take	into	account	the	dynamic	base-emitter
resistance	 rπ	 and	 Early	 collector-emitter	 resistance	 rce,	 whose	 presence	 substantially



increase	the	value	of	the	device	stability	factor.	This	means	that	initially	the	magnitude	of
K	decreases	with	 the	 increase	 in	 the	 frequency	and	 then	begins	 to	 increase	according	 to
Eq.	 (6.43),	 which	 gives	 the	 only	 one	 unstable	 frequency	 domain	 with	K	 <	 1	 and	 low
boundary	 frequency	 fp1.	 However,	 an	 additional	 region	 of	 possible	 low-frequency
oscillations	 can	occur	due	 to	 thermal	 feedback	where	 the	 collector	 junction	 temperature
becomes	frequently	dependent,	and	the	common-base	configuration	is	especially	affected
by	this	[16].

Equating	 the	 device	 stability	 factor	 K	 with	 unity	 allows	 us	 to	 determine	 the	 high
boundary	frequency	of	a	frequency	domain	of	the	bipolar	transistor	potential	instability	as

When	rbgm	>	1	and	gm	>>	ωTCc,	Eq.	(6.45)	reduces	to

At	higher	frequencies,	a	presence	of	the	parasitic	reactive	intrinsic	transistor	elements
and	 package	 parasitics	 can	 be	 of	 great	 importance	 to	 the	 power	 amplifier	 stability.	 The
series	emitter	lead	inductance	Le	shown	in	Fig.	6.5	provides	a	major	effect	upon	the	device
stability	 factor.	 The	 presence	 of	 Le	 leads	 to	 the	 appearance	 of	 the	 second	 frequency
domain	of	potential	 instability	at	higher	 frequencies.	The	circuit	analysis	 shows	 that	 the
second	 frequency	 domain	 of	 potential	 instability	 is	 characterized	 by	 the	 low	 and	 high
boundary	frequencies	fp3	and	fp4	obtained	by



FIGURE	6.5	Simplified	bipolar	π-hybrid	equivalent	circuit	with	emitter	lead	inductance.

where	 κ	 =	 ωTLe/rb,	 and	 can	 be	 realized	 only	 under	 the	 particular	 ratios	 between	 the
normalized	parameters	ωTLe/rb	and	ωTrbCc	[17].

For	 example,	 for	 sufficiently	 small	 values	 of	 ωTrbCc,	 the	 second	 domain	 of	 the
potential	instability	cannot	be	realized	under	large	values	of	Le.	With	the	decrease	of	Le,
the	 second	 frequency	 domain	 of	 potential	 instability	 narrows	 and	 disappears	 at	 some
certain	value	of	κ.	The	further	decrease	in	Le	leads	only	to	widening	of	the	first	frequency
domain	of	potential	instability	and	to	the	corresponding	increase	of	the	magnitude	of	the
device	stability	factor	K.

A	condition	to	calculate	the	optimum	value	of	κo	(when	the	second	frequency	domain
of	the	device	potential	instability	disappears)	is	derived	by	equating	the	expression	under
the	internal	square	root	in	Eq.	(6.47)	with	zero	as



Figure	6.6	 shows	 the	 generalized	 dependence	 of	κo	 as	 a	 function	 of	 the	 normalized
parameter	ωTrbCc,	according	to	Eq.	(6.48).	By	using	the	curve	plotted	in	Fig.	6.6,	it	is	very
convenient	to	define	the	presence	or	absence	of	the	second	domain	of	the	device	potential
instability	when	the	value	of	ωTrbCc	is	known.	As	a	result,	the	second	domain	disappears
at	all	values	of	Le	when	ωTrbCc	≥	0.25.	The	same	situation	occurs	when	ωTrbCc	<	0.25	but
for	 values	 of	Le	 at	which	 κ	 <	 κo.	 It	 should	 be	 noted	 that	 the	 value	 of	Le	 when	 κ	 =	 κo
represents	the	best	case	scenario	from	the	viewpoint	of	the	frequency	stability	conditions.
In	this	case,	the	first	domain	of	the	device	instability	is	narrower	than	when	Le	=	0,	and	the
second	domain	of	the	device	instability	is	not	realized	yet	because	of	the	sufficiently	small
value	of	Le.

FIGURE	6.6	Generalized	dependence	of	κo	versus	normalized	parameter	ωTrbCc.

An	appearance	of	the	second	frequency	domain	of	the	device	potential	instability	is	the
result	 of	 the	 corresponding	 changes	 in	 the	 device	 feedback	 phase	 conditions	 and	 takes
place	 only	 under	 a	 simultaneous	 effect	 of	 the	 collector	 capacitance	Cc	 and	 emitter	 lead
inductance	 Le.	 If	 the	 effect	 of	 one	 of	 these	 factors	 is	 lacking,	 the	 active	 device	 is
characterized	by	only	the	first	domain	of	its	potential	instability.



Figure	 6.7	 shows	 the	 potentially	 realizable	 equivalent	 circuits	 of	 the	 parasitic
oscillators.	 If	 the	 value	 of	 a	 series-emitter	 inductance	 Le	 is	 negligible,	 the	 parasitic
oscillations	can	occur	only	when	the	values	of	the	source	and	load	reactances	are	positive,
that	 is,	XS	 >	 0	 and	 XL	 >	 0.	 In	 this	 case,	 the	 parasitic	 oscillator	 shown	 in	 Fig.	 6.7(a)
represents	 the	 inductive	 three-point	 circuit,	 where	 the	 inductive	 elements	 LS	 and	 LL	 in
combination	with	the	collector	capacitance	Cc	form	a	Hartley	oscillator.	From	a	practical
point	of	view,	the	more	the	value	of	the	collector	dc-feed	inductance	exceeds	the	value	of
the	 base-bias	 inductance,	 the	 more	 likely	 low-frequency	 parasitic	 oscillators	 can	 be
created.	It	was	observed	that	a	very	low	inductance,	even	a	short	between	the	emitter	and
the	base,	can	produce	very	strong	and	dangerous	oscillations,	which	may	easily	destroy	a
transistor	 [15].	 Therefore,	 it	 is	 recommended	 to	 increase	 the	 value	 of	 the	 base	 choke
inductance	and	to	decrease	the	value	of	the	collector	choke	inductance	because	the	ratio	of
the	boundary	values	of	the	source	and	load	inductances	LS	and	LL,	which	corresponds	 to
the	 high	 boundary	 frequency	 of	 first	 potential	 instability	 domain,	 can	 be	 approximately
estimated	as	[17]





FIGURE	6.7	Equivalent	circuits	of	parasitic	bipolar	oscillators.

The	 presence	 of	 Le	 leads	 to	 the	 narrowing	 of	 the	 first	 frequency	 domain	 of	 the
potential	 instability,	 which	 is	 limited	 to	 the	 high	 boundary	 frequency	 fp2,	 and	 can
contribute	 to	 appearance	 of	 the	 second	 frequency	 domain	 of	 the	 potential	 instability	 at
higher	frequencies.	The	parasitic	oscillator	that	corresponds	to	the	first	frequency	domain
of	the	device	potential	instability	can	be	realized	only	if	the	source	and	load	reactances	are
inductive,	 that	 is,	 XS	 >	 0	 and	 XL	 >	 0,	 with	 the	 equivalent	 circuit	 of	 such	 a	 parasitic
oscillator	 shown	 in	 Fig.	 6.7(b).	 The	 parasitic	 oscillator	 corresponding	 to	 the	 second
frequency	 domain	 of	 the	 device	 potential	 instability	 can	 be	 realized	 only	 if	 the	 source
reactance	is	capacitive	and	the	load	reactance	is	inductive,	that	is,	XS	<	0	and	XL	>	0,	with
the	equivalent	circuit	shown	in	Fig.	6.7(c).	The	series	emitter	inductance	Le	is	an	element
of	 fundamental	 importance	 for	 the	 parasitic	 oscillator	 that	 corresponds	 to	 the	 second
frequency	 domain	 of	 the	 device	 potential	 instability.	 It	 changes	 the	 circuit	 phase
conditions	so	that	it	becomes	possible	to	establish	the	oscillation	phase-balance	condition
at	high	frequencies.	Therefore,	the	decrease	in	the	value	of	Le	is	the	most	effective	way	to
prevent	 the	 parasitic	 self-oscillation	 in	 the	 frequency	 range	 of	 f	 >	 fp3.	 However,	 if	 it	 is
possible	 to	 eliminate	 the	 parasitic	 oscillations	 at	 high	 frequencies	 by	 other	 means,
increasing	 of	 Le	 will	 result	 to	 narrowing	 of	 a	 low-frequency	 domain	 of	 potential
instability,	 thus	 making	 the	 power	 amplifier	 potentially	 more	 stable,	 although	 at	 the
expense	of	reduced	power	gain.

6.3.2	Frequency	Domains	of	MOSFET	Potential	Instability
Based	 on	 the	 simplified	 device	 equivalent	 circuit	 shown	 in	 Fig.	6.4,	 it	 is	 convenient	 to
represent	the	MOSFET	stability	factor	through	Y-parameters,	as

where	G11	=	ReY11,	G22	=	ReY22.

In	 this	case,	 the	only	feedback	element	 is	 the	gate-drain	capacitance	Cgd,	and	such	a
simplification	 is	 sufficiently	 accurate	 across	 the	 frequency	 range	of	 f	 ≤	 0.3fT.	At	 higher
frequencies,	 an	 influence	 of	 the	 parasitic	 reactive	 parameters	 including	 the	 source
inductance	Ls	as	a	most	 important	one	should	be	 taken	 into	account.	By	using	 the	ratios
for	the	admittance	Y-parameters	given	in	Eq.	(6.17),	 the	MOSFET	stability	factor	can	be
expressed	through	the	parameters	of	the	transistor	equivalent	circuit	as

The	 device	 stability	 factor	 increases	 linearly	 from	 zero	 frequency	 and	 achieves	 its
maximum	value	of



at	higher	frequencies.	Equation	(6.52)	determines	the	influence	of	the	feedback	gate-drain
capacitance	Cgd	 and	 transconductance	gm	 on	maximum	device	 stability	 factor	K,	 which
increases	with	the	decrease	in	both	these	parameters.

For	 MOSFET	 transistors,	 the	 fact	 that	 K	 →	 0	 when	 f	 →	 0	 is	 the	 result	 of	 the
simplification	 of	 the	 device	 equivalent	 circuit.	 However,	 at	 very	 low	 frequencies,	 it	 is
necessary	to	take	into	account	the	gate	leakage	resistance	Rleak.	This	means	that	 initially
the	 magnitude	 of	 K	 decreases	 with	 the	 increase	 in	 the	 frequency	 and	 then	 increases
according	to	Eq.	(6.51).	Consequently,	this	gives	the	only	one	unstable	frequency	domain,
with	K	<	1	and	low	boundary	frequency	fp1,	whose	bandwidth	depends	on	the	parameters
of	the	MOSFET	equivalent	circuit.	Because	of	the	very	small	ratio	of	Rgs/Rleak,	 typically
of	10−6,	the	value	of	the	low	boundary	frequency	fp1	is	sufficiently	small,

By	equating	the	stability	factor	K	with	unity	in	Eq.	(6.51),	it	is	possible	to	determine
the	high	boundary	frequency	of	a	frequency	domain	of	the	MOSFET	potential	instability
as	[18]

For	usually	available	conditions	(for	power	MOSFET	devices)	when	gmRds	=	10	÷	30
and	Cgd/Cgs	=	0.1	÷	0.2,	the	expression	to	evaluate	the	high	boundary	frequency	fp2	can	be
simplified	to	approximately

It	should	be	noted	that	the	power	MOSFET	devices	have	a	substantially	higher	value
of	gmRds	at	small	values	of	the	drain	current	than	at	its	high	values.	Consequently,	at	small
values	 of	 the	 drain	 current,	 the	MOSFET	device	 is	 characterized	 by	 a	wider	 domain	 of
potential	instability.	This	domain	is	significantly	wider	than	the	same	first	domain	of	the
potential	instability	of	the	bipolar	transistor.

The	 source	 inductance	 Ls	 shown	 in	 Fig.	 6.8	 creates	 a	 second	 frequency	 domain	 of
potential	instability	at	higher	frequencies.	The	low	and	high	boundary	frequencies	fp3	and
fp4	 of	 the	 second	 frequency	 domain	 of	 the	 MOSFET	 potential	 instability	 have	 been
numerically	estimated	for	typical	values	of	the	MOSFET	equivalent	circuit	parameters	as
Cds/Cgs	 =	 0.5,	 Rd/Rgs	 =	 0.75,	 gmRgs	 =	 2,	 and	 Cgd/Cgs	 =	 0.1.	 Figure	 6.9	 shows	 the
dependences	 of	 the	 device	 stability	 factor	K	 on	 the	 normalized	 parameter	ωRgsCgs	 for
different	values	of	κ	=	ωTLs/Rgs	[18].



FIGURE	6.8	Simplified	MOSFET	equivalent	circuit	with	source	lead	inductance.



FIGURE	6.9	Device	stability	factor	K	versus	normalized	parameter	ωRgsCgs.

From	Fig.	6.9	it	follows	that	the	second	frequency	domain	of	potential	instability	can
be	realized	only	under	the	certain	values	of	κ.	For	example,	the	second	frequency	domain
of	potential	instability	becomes	narrow	with	the	decrease	of	Ls	and	disappears	at	κ	≅	3.5.
The	further	decrease	in	Ls	 leads	to	a	widening	of	the	first	frequency	domain	of	potential
instability	and	provides	an	increased	magnitude	of	the	device	stability	factor	K.

In	addition,	an	analysis	of	 the	influence	of	the	source	and	load	conductances	GS	and
GL	on	the	amplifier	stability	shows	that	the	first	frequency	domain	of	potential	instability
disappears	when	1/GSRgs	=	2	÷	5	and	gm/GL	=	5	÷	10.	The	second	frequency	domain	of
potential	instability	can	disappear	when	1/(GSRgs)	≈	2	and	gm/GL	≈	2.

Figure	 6.10	 shows	 the	 potentially	 realizable	 equivalent	 circuits	 of	 the	 parasitic
oscillators.	 If	 the	 value	 of	 a	 series	 source	 inductance	 Ls	 is	 negligible,	 the	 parasitic
oscillations	can	occur	only	when	the	values	of	the	source	and	load	reactances	are	positive,
that	is,	XS	>	0	and	XL	>	0.	Consequently,	the	equivalent	circuit	of	the	parasitic	oscillator
shown	 in	 Fig.	 6.10(a)	 represents	 the	 inductive	 three-point	 circuit,	 where	 the	 inductive



elements	LS	 and	LL	 in	 combination	with	 the	 gate-drain	 capacitance	Cgd	 form	 a	Hartley
oscillator.	The	presence	of	the	source	inductance	Ls	leads	to	an	appearance	of	the	second
frequency	domain	of	potential	 instability	at	higher	 frequencies.	As	a	 result,	 the	parasitic
oscillator	 corresponding	 to	 the	 first	 frequency	domain	of	 the	device	potential	 instability
can	be	realized	only	if	the	source	and	load	reactances	are	inductive,	that	is,	ImXS	>	0	and
ImXL	>	0,	with	the	equivalent	circuit	of	such	a	parasitic	oscillator	shown	in	Fig.	6.10(b).
The	 parasitic	 oscillator	 corresponding	 to	 the	 second	 frequency	 domain	 of	 the	 device
potential	instability	can	be	realized	only	if	the	source	reactance	is	capacitive,	that	is	ImXS
<	 0,	 and	 the	 load	 reactance	 is	 inductive,	 that	 is,	 ImXL	 <	 0,	 with	 the	 equivalent	 circuit
shown	in	Fig.	6.10(c).





FIGURE	6.10	Equivalent	circuits	of	parasitic	MOSFET	oscillators.

Thus,	 to	prevent	 the	parasitic	oscillations	and	 to	provide	a	 stable	operation	mode	of
any	 power	 amplifier,	 it	 is	 necessary	 to	 take	 into	 consideration	 the	 following	 common
requirements:

•			Use	an	active	device	with	stability	factor	K	>	1.

•			If	it	is	impossible	to	choose	an	active	device	with	K	>	1,	it	is	necessary	to
provide	the	circuit	stability	factor	KT	>	1	by	the	appropriate	choice	of	the	real
parts	of	the	source	and	load	immittances.

•			Disrupt	the	equivalent	circuits	of	the	possible	parasitic	oscillators.

•			Choose	proper	reactive	parameters	of	the	matching	circuit	elements	adjacent
to	the	input	and	output	ports	of	the	active	device,	which	are	necessary	to	avoid	the
self-oscillation	conditions.

6.3.3	Some	Examples	of	Stabilization	Circuits
Generally,	 the	 parasitic	 oscillations	 can	 arise	 on	 any	 frequency	 within	 the	 potential
instability	domains	for	particular	values	of	 the	source	and	load	immittances	WS	and	WL.
The	frequency	dependences	of	WS	and	WL	are	very	complicated	and	very	often	cannot	be
predicted	exactly,	especially	in	multistage	power	amplifiers.	Therefore,	it	is	very	difficult
to	propose	a	unified	approach	to	provide	a	stable	operation	mode	of	the	power	amplifiers
with	 different	 circuit	 configurations	 and	 operation	 frequencies.	 In	 practice,	 the	 parasitic
oscillations	 can	 arise	 close	 to	 the	 operating	 frequencies	 due	 to	 the	 internal	 positive
feedback	 inside	 the	 transistor	 and	 at	 the	 frequencies	 sufficiently	 far	 from	 the	 operating
frequencies	due	to	the	external	positive	feedback	created	by	the	surface	mounted	elements.
As	 a	 result,	 the	 stability	 analysis	 of	 the	 power	 amplifier	 must	 include	 the	 methods	 to
prevent	the	parasitic	oscillations	in	different	frequency	ranges:

•			At	lower	frequencies	when	the	frequency	of	the	parasitic	oscillation	fp	is
significantly	less	than	the	operating	frequency	f0,	that	is,	fp	<<	f0
•			At	higher	frequencies	when	fp	>>	f0
•			At	the	operating	frequencies	when	fp	≈	f0

Examples	of	the	bias	circuit	configurations	that	can	prevent	the	parasitic	oscillations	at
lower	frequencies	are	given	in	Fig.	6.11.	The	main	idea	in	this	case	is	to	use	a	stabilizing
resistor	R1	 connected	 either	 in	 parallel	 to	 an	RF	 choke	L1,	 as	 shown	 in	Fig.	6.11(a),	 or
together	with	a	series	bypass	capacitor	C2	in	parallel	to	the	power	supply,	as	shown	in	Fig.
6.11(c).	To	avoid	worsening	of	the	power	amplifier	performance	when	the	value	of	R1	 is
sufficiently	 small	 and	 comparable	 with	 the	 output	 immittance	 of	 the	 transistor,	 it	 is
advisable	to	use	an	additional	series	inductance	L2,	as	shown	in	Fig.	6.11(b).	The	value	of
L2	in	this	case	should	be	approximately	equal	to	L2	=	(5	÷	10)R1/πf0,	and	the	value	of	C2
can	 be	 chosen	 from	 the	 following	 condition:	 1/2πR1f0	 <<	 C2	 <<	 1/2πR1fp,	 where	 fp



corresponds	to	the	high	boundary	frequency	fp2	of	the	first	frequency	domain	of	the	device
potential	 instability	 if	 f0	 >>	 fp2.	 When	 the	 impedance	 of	 the	 series	 circuit	 R1C2	 is
sufficiently	 high	 compared	with	 the	 power	 supply	 impedance,	 it	 is	 advisable	 to	 use	 an
additional	RF	choke	L2	with	the	following	value:	L2	>>	R1/2πf0,	as	shown	in	Fig.	6.11(d).



FIGURE	6.11	Bias	circuit	configurations	preventing	low-frequency	oscillations.

The	 equivalent	 circuit	 of	 the	 parasitic	 oscillator	 at	 higher	 frequencies	 is	 realized	 by



means	 of	 the	 parasitic	 reactive	 parameters	 of	 the	 transistor	 and	 power	 amplifier	 circuit.
The	only	possible	 equivalent	 circuit	of	 such	a	parasitic	oscillator	 at	 these	 frequencies	 is
shown	in	Fig.	6.7(c),	which	can	only	be	realized	if	the	emitter	lead	inductance	is	present.
Consequently,	 the	 electrical	 length	 of	 the	 emitter	 lead	 should	 be	 minimized,	 or,
alternatively,	the	appropriate	reactive	impedances	at	the	input	and	output	terminals	of	the
active	 device	 should	 be	 provided.	 For	 example,	 it	 is	 possible	 to	 avoid	 the	 parasitic
oscillations	at	these	frequencies	if	the	inductive	impedance	is	provided	at	the	input	of	the
transistor.	The	equivalent	circuit	of	such	a	power	amplifier	 is	shown	in	Fig.	6.12,	where
the	 appropriate	 choice	 of	 the	 input	 and	 output	 matching	 circuits	 allows	 the	 inductive
impedance	at	the	input	of	the	transistor	and	the	capacitive	impedance	at	the	output	of	the
transistor	to	be	provided	at	higher	frequencies.

FIGURE	6.12	Circuit	schematic	preventing	high-frequency	oscillations.

To	increase	the	power	amplifier	stability,	it	 is	possible	to	use	special	stabilizing	RLC
circuits,	as	shown	in	Fig.	6.13.	These	stabilizing	circuits	are	usually	located	between	the



transistor	 and	 the	 matching	 circuit,	 where	 they	 can	 be	 connected	 either	 in	 parallel,	 as
shown	 in	 Fig.	 6.13(a),	 or	 in	 series,	 as	 shown	 in	 Fig.	 6.13(b),	 to	 the	 transistor	 output
terminal,	and	the	resonant	circuit	L1C1	is	tuned	to	the	operating	frequency	f0	in	both	cases.
As	a	 result,	 the	 resistor	R1	 provides	 a	 stabilizing	 effect	 beyond	 the	 operating	 frequency
bandwidth.	 The	 selected	 minimum	 value	 of	 R1	 must	 satisfy	 the	 amplifier	 stability
condition	of	Re(Wout	+	Wstab)	>	0.	Such	stabilizing	circuits	can	be	connected	at	the	input
of	the	transistor	as	well.	However,	the	use	of	these	circuits	leads	to	some	changes	in	the
frequency	 bandwidth:	 narrowing	 in	 the	 case	 of	 the	 parallel	 circuit	 configuration	 and
widening	in	the	case	of	the	series	one.



FIGURE	6.13	Circuit	schematics	with	output	stabilized	RLC	circuits.

It	should	be	noted	that	expressions	in	Eqs.	(6.21)	through	(6.40)	are	given	in	terms	of



the	 device	 immittance	 W-parameters	 that	 allows	 the	 power	 gain	 and	 stability	 to	 be
calculated	 using	 the	 impedance	 Z-or	 admittance	 Y-parameters	 of	 the	 device	 equivalent
circuit	and	to	physically	understand	the	corresponding	effect	of	each	circuit	parameter,	but
not	 through	 the	 scattering	 S-parameters,	 which	 are	 very	 convenient	 during	 the
measurement	procedure	required	for	device	modeling.	Moreover,	using	modern	simulation
tools,	 it	 is	 even	no	need	 to	draw	stability	circles	on	 the	Smith	chart	or	analyze	 stability
factor	 across	 the	 wide	 frequency	 range	 as	K-factor	 is	 just	 a	 derivation	 from	 the	 basic
stability	conditions	and	usually	is	a	function	of	linear	parameters,	which	can	only	reveal
linear	 instabilities.	 Besides,	 it	 is	 difficult	 to	 predict	 an	 unconditional	 stability	 for	 a
multistage	power	amplifier	because	parasitic	oscillations	can	be	caused	by	the	interstage
circuits.	In	this	case,	the	easiest	and	most	effective	way	to	provide	a	stable	operation	of	the
multistage	power	amplifier	(or	single-stage	power	amplifier)	is	to	simulate	the	real	part	of
the	 device	 input	 impedance	 Zin	 =	 Vin/Iin	 at	 the	 input	 terminal	 of	 each	 transistor	 at
fundamental	 frequency	 as	 a	 ratio	 between	 the	 input	 voltage	 and	 current	 by	 placing	 a
voltage	 node	 and	 a	 current	meter,	 as	 shown	 in	 Fig.	6.14(a).	 If	ReZin	 <	 0,	 then	 either	 a
small	 series	 resistor	 must	 be	 added	 to	 the	 device	 base	 terminal	 as	 a	 part	 of	 the	 input
matching	circuit	or	a	load-network	configuration	can	be	properly	selected	to	provide	the
resulting	positive	value	of	ReZin.	In	this	case,	not	only	linear	instabilities	with	small-signal
soft	 start-up	 oscillation	 conditions	 but	 also	 nonlinear	 instabilities	with	 large-signal	 hard
start-up	oscillation	conditions	or	parametric	oscillations	can	be	identified	around	operating
region.	Figure	6.14(b)	 shows	 the	 parallel	RC	 stabilizing	 circuit	with	 a	 bypass	 capacitor
Cbypass	 connected	 in	 series	 to	 the	 input	 port	 of	 a	GaN	HEMT	device	 [19].	 In	 this	 case,
using	 a	 stabilizing	 resistor	 Rgate	 and	 a	 low-value	 gate-bias	 resistor	 Rbias	 improves	 the
stability	factor	considerably	at	low	frequencies	without	affecting	the	device	performance
at	higher	frequencies.



FIGURE	6.14	Single-stage	power	amplifiers	with	measured	device	input	impedance.

Figure	 6.15	 shows	 the	 example	 of	 a	 stabilized	 bipolar	 VHF	 power	 amplifier
configured	to	operate	in	a	zero-bias	Class-C	mode.	Conductive	input	and	output	loadings
due	 to	 resistances	 R1	 and	R2	 eliminate	 a	 low-frequency	 instability	 domain.	 The	 series
inductors	L3	and	L4	contribute	to	higher	power	gain	if	the	resistance	values	are	too	small,
and	can	compensate	for	the	capacitive	input	and	output	device	impedances.	To	provide	a
negative-bias	Class-C	mode,	the	shunt	inductor	L2	can	be	removed.	In	this	case,	the	only
possible	 equivalent	 circuit	 of	 a	 parasitic	 oscillator	 at	 these	 frequencies	 is	 shown	 in	Fig.
6.7(c).	To	avoid	the	parasitic	oscillations	at	these	frequencies,	it	is	necessary	to	provide	the
inductive	impedance	at	the	input	of	the	transistor	and	capacitive	reactance	at	the	output	of



the	 transistor.	 This	 is	 realized	 by	 the	 input	 series	 inductance	 L1	 and	 output	 shunt
capacitance	C5.

FIGURE	6.15	Stabilized	bipolar	Class	C	VHF	power	amplifier.

The	collector	efficiency	of	the	power	amplifier	can	be	increased	by	removing	the	shunt
capacitor	 and	 series	 RL-circuit	 in	 the	 load	 network.	 The	 remaining	 series	 LC	 circuit
provides	 high	 impedances	 at	 the	 second-	 and	 higher-order	 harmonic	 components	 of	 the
output	 current,	 which	 flows	 now	 through	 the	 device	 collector	 capacitance	 unlike	 being
grounded	 by	 the	 shunt	 capacitance.	 As	 a	 result,	 the	 bipolar	 Class-C	 power	 amplifier,
whose	circuit	schematic	is	shown	in	Fig.	6.16,	achieves	a	collector	efficiency	of	73%	and
a	power	gain	of	9	dB	with	an	output	power	of	13.8	W	at	an	operating	frequency	of	160
MHz	 [20].	 However,	 special	 care	 must	 be	 taken	 to	 eliminate	 parasitic	 spurious
oscillations.	In	this	case,	the	most	important	element	in	preventing	the	potential	instability
is	the	base	bias	resistor	Rb.	For	example,	 for	a	relatively	 large-base	choke	inductance	Lb
and	Rb	=	1	kΩ,	spurious	oscillations	exist	at	any	tuning.	Tuning	becomes	possible	with	no
parasitic	oscillations	for	the	output	VSWR	less	than	1.3	or	supply	voltage	more	than	22	V
when	Rb	is	reduced	to	470	Ω.	However,	a	very	small	reduction	in	input	drive	power	causes
spurious	 oscillations.	 Further	 reduction	 in	 Rb	 to	 47	 Ω	 provides	 a	 stable	 operation	 for
output	VSWR	≤	7	and	supply	voltages	down	to	7	V.	Finally,	no	spurious	oscillations	occur
at	any	load,	supply	voltage,	and	drive	power	level	for	Rb	=	26	Ω.



FIGURE	6.16	High-efficiency	VHF	bipolar	Class-C	power	amplifier.

Because	the	transistor	using	as	an	active	device	in	power	amplifiers	is	characterized	by
a	substantially	nonlinear	behavior,	this	can	result	in	nonlinear	instabilities,	which	provide
generally	the	parametric	generation	of	both	harmonic	and	subharmonic	components.	The
presence	of	subharmonics	can	be	explained	by	the	parametric	varactor	junction	action	of
the	 collector-base	 voltage-dependent	 capacitance	when	 the	 large-signal	 driving	 acts	 like
pumping	a	varactor	diode,	as	in	a	parametric	amplifier	[21,	22].	Such	an	amplifier	exhibits
negative	 resistance	 under	 certain	 conditions	 when	 a	 circuit	 starts	 oscillating	 at
subharmonics	 or	 rational	 fractions	 of	 the	 operating	 frequency	 [23].	 Generally,	 the
parametric	 oscillations	 are	 the	 result	 of	 the	 external	 force	 impact	 on	 the	 element	 of	 the
oscillation	system	by	varying	 its	parameter.	Understanding	of	 the	physical	origin	of	 this
parametric	effect	is	very	important	in	order	to	disrupt	any	potentially	realizable	parametric
oscillator	circuits.	Especially,	it	is	a	serious	concern	for	high-efficiency	power	amplifiers
with	very	high	voltage	peak	factor	and	voltage	swing	across	the	device	nonlinear	output
capacitance,	as	the	transistor	is	operated	in	pinch-off,	active,	and	saturation	regions.



6.4	Basic	Classes	of	Operation:	A,	AB,	B,	and	C
As	 established	 at	 the	 end	 of	 the	 1910s,	 the	 amplifier	 efficiency	 may	 reach	 quite	 high
values	 when	 suitable	 adjustments	 of	 the	 grid	 and	 anode	 voltages	 are	 made	 [24].	 With
resistive	load,	the	anode	current	is	in	phase	with	the	grid	voltage,	whereas	it	leads	with	the
capacitive	 load	 and	 it	 lags	 with	 the	 inductive	 load.	 On	 the	 assumption	 that	 the	 anode
current	and	anode	voltage	both	have	sinusoidal	variations,	 the	maximum	possible	output
of	the	amplifying	device	would	be	just	a	half	the	dc	supply	power,	resulting	in	an	anode
efficiency	 of	 50%.	 However,	 by	 using	 a	 pulsed-shaped	 anode	 current,	 it	 is	 possible	 to
achieve	anode	efficiency	considerably	 in	excess	of	50%,	potentially	as	high	as	90%,	by
choosing	the	proper	operation	conditions.	By	applying	the	proper	negative	bias	voltage	to
the	grid	terminal	to	provide	the	pulsed	anode	current	of	different	width	with	the	angle	θ,
the	 anode	 current	 becomes	 equal	 to	 zero,	 where	 the	 double	 angle	 2θ	 represents	 a
conduction	angle	of	the	amplifying	device	[25].	In	this	case,	a	theoretical	anode	efficiency
approaches	 100%	 when	 the	 conduction	 angle,	 during	 which	 the	 anode	 current	 flows,
reduces	to	zero,	with	starting	efficiency	of	50%	corresponding	to	the	conduction	angle	of
360°	or	100%	duty	ratio.

Generally,	power	amplifiers	can	be	classified	in	three	classes	according	to	their	mode
of	operation:	linear	mode	when	its	operation	is	confined	to	the	substantially	linear	portion
of	 the	active	device	characteristic	curve;	critical	mode	when	 the	anode	current	ceases	 to
flow,	 but	 operation	 extends	 beyond	 the	 linear	 portion	 up	 to	 the	 saturation	 and	 cutoff
regions;	and	nonlinear	mode	when	 the	anode	current	 ceases	 to	 flow	during	a	portion	of
each	 cycle,	with	 a	 duration	 that	 depends	 on	 the	 grid	 bias	 [26].	When	high	 efficiency	 is
required,	power	amplifiers	of	 the	third	class	are	used	because	the	presence	of	harmonics
contributes	 to	 the	 attainment	 of	 high	 efficiencies.	 In	order	 to	 suppress	harmonics	of	 the
fundamental	frequency	to	deliver	a	sinusoidal	signal	to	the	load,	a	parallel	resonant	circuit
can	be	used	in	the	load	network,	which	bypasses	harmonics	through	a	low-impedance	path
and,	by	virtue	of	 its	 resonance	 to	 the	fundamental,	 receives	energy	at	 that	 frequency.	At
the	very	beginning	of	the	1930s,	power	amplifiers	operating	in	the	first	two	classes	with
100%	duty	ratio	were	called	the	Class-A	power	amplifiers,	whereas	those	operating	in	the
third	class	with	50%	duty	ratio	were	assigned	to	Class-B	power	amplifiers	[27].

To	 analytically	 determine	 the	 operation	 classes	 of	 the	 power	 amplifier,	 consider	 a
simple	resistive	stage	shown	in	Fig.	6.17,	where	Lch	is	the	ideal	choke	inductor	with	zero
series	 resistance	and	 infinite	 reactance	at	 the	operating	 frequency,	Cb	 is	 the	dc-blocking
capacitor	with	 infinite	value	having	zero	reactance	at	 the	operating	frequency,	and	RL	 is
the	 load	 resistor.	The	dc	 supply	voltage	Vcc	 is	 applied	 to	 both	plates	 of	 the	dc-blocking
capacitor,	being	constant	during	entire	signal	period.	The	active	device	behaves	as	an	ideal
voltage-	or	current-controlled	current	source	having	zero	saturation	resistance.





FIGURE	6.17	Voltage	and	current	waveforms	in	Class-A	operation.

Let	us	assume	the	input	signal	to	be	in	a	cosine	form	of

where	Vb	 is	 the	 input	 dc	 bias	 voltage.	 The	 operating	 point	must	 be	 fixed	 at	 the	middle
point	of	the	linear	part	of	the	device	transfer	characteristic	with	Vin	≤	Vb	−	Vp,	where	Vp	is
the	 device	 pinch-off	 voltage.	 Usually,	 to	 simplify	 an	 analysis	 of	 the	 power	 amplifier
operation,	 the	 device	 transfer	 characteristic	 is	 represented	 by	 a	 piecewise-linear
approximation.	As	a	result,	the	output	current	is	cosinusoidal,

with	the	quiescent	current	Iq	greater	or	equal	 to	the	collector	current	amplitude	I.	In	this
case,	the	output	collector	current	contains	only	two	components—dc	and	cosine—and	the
averaged	current	magnitude	is	equal	to	a	quiescent	current	or	dc	component	Iq.

The	 output	 voltage	 v	 across	 the	 device	 collector	 represents	 a	 sum	 of	 the	 dc	 supply
voltage	Vcc	and	cosine	voltage	vR	across	the	load	resistor	RL.	Consequently,	greater	output
current	i	results	in	greater	voltage	vR	across	the	load	resistor	RL	and	smaller	output	voltage
v	across	the	device	output.	Thus,	for	a	purely	real	load	impedance	ZL	=	RL,	the	collector
voltage	v	is	shifted	by	180°	relatively	the	input	voltage	vin	and	can	be	written	as

where	V	is	the	output	voltage	amplitude.

Substituting	Eq.	(6.57)	into	Eq.	(6.58)	yields

where	RL	=	V/I,	and	Eq.	(6.59)	can	be	rewritten	as

which	 determines	 a	 linear	 dependence	 of	 the	 collector	 current	 versus	 collector	 voltage.
Such	a	combination	of	the	cosine	collector	voltage	and	current	waveforms	is	known	as	a
Class-A	 operation	mode.	 In	 practice,	 because	 of	 the	 inherent	 device	 nonlinearities,	 it	 is
necessary	to	connect	a	parallel	LC	circuit	with	resonant	frequency	equal	to	the	operating
frequency	to	suppress	any	possible	harmonic	components.

Circuit	theory	prescribes	that	the	collector	efficiency	η	can	be	written	as

where

is	the	dc	output	power,



is	the	power	delivered	to	the	load	resistance	RL	at	the	fundamental	frequency	f0,	and

is	the	collector	voltage	peak	factor.

Then,	 by	 assuming	 the	 ideal	 conditions	 of	 zero	 saturation	 voltage	 when	 ξ	 =	 1	 and
maximum	 output	 current	 amplitude	 when	 I/Iq	 =	 1,	 from	 Eq.	 (6.61)	 it	 follows	 that	 the
maximum	collector	efficiency	in	a	Class-A	operation	mode	is	equal	to

However,	 as	 it	 also	 follows	 from	Eq.	 (6.61),	 increasing	 the	value	of	 I/Iq	 can	 further
increase	the	collector	efficiency.	This	 leads	to	a	step-by-step	nonlinear	 transformation	of
the	current	cosine	waveform	to	its	pulsed	waveform	when	the	amplitude	of	the	collector
current	exceeds	zero	value	during	only	a	part	of	the	entire	signal	period.	In	this	case,	an
active	device	 is	operated	 in	 the	active	 region	 followed	by	 the	operation	 in	 the	pinch-off
region	when	the	collector	current	is	zero,	as	shown	in	Fig.	6.18.	As	a	result,	the	frequency
spectrum	at	the	device	output	will	generally	contain	the	second-,	third-,	and	higher-order
harmonics	of	 the	fundamental	 frequency.	However,	because	of	high-quality	factor	of	 the
parallel	 resonant	 LC	 circuit,	 only	 the	 fundamental-frequency	 signal	 flows	 to	 the	 load,
while	 the	 short-circuit	 conditions	 are	 fulfilled	 for	 higher-order	 harmonic	 components.
Therefore,	ideally	the	collector	voltage	represents	a	purely	sinusoidal	waveform	with	the
voltage	amplitude	V	≤	Vcc.



FIGURE	6.18	Voltage	and	current	waveforms	in	Class-B	operation.



Analytically	such	an	operation	can	be	written	as

where	the	conduction	angle	2θ	is	the	angle	of	a	current	flow	indicating	the	part	of	the	RF
current	 cycle,	 for	 which	 device	 conduction	 occurs	 and	 determines	 the	 moment	 when
output	current	i(ωt)	takes	a	zero	value	[28].	At	this	moment

and	half	the	conduction	angle	θ	can	be	calculated	by

As	a	result,	 the	basic	definitions	for	nonlinear	operation	modes	of	a	power	amplifier
through	half	the	conduction	angle	θ	can	be	introduced	as

•			When	θ	>	90°,	then	cosθ	<	0	and	Iq	>	0,	corresponding	to	Class-AB
operation

•			When	θ	=	90°,	then	cosθ	=	0	and	Iq	=	0,	corresponding	to	Class-B	operation

•			When	θ	<	90°,	then	cosθ	>	0	and	Iq	<	0,	corresponding	to	Class-C	operation.

The	periodic	pulsed	output	current	i(ωt)	can	be	written	as	a	Fourier-series	expansion

where	the	dc	and	fundamental-frequency	components	can	be	obtained,	respectively,	by

where

are	 the	 current	 coefficients	 for	 the	 dc	 and	 fundamental-frequency	 components,
respectively	[29,	30].

From	Eq.	 (6.70)	 it	 follows	 that	 the	 dc	 current	 component	 is	 a	 function	 of	 θ	 in	 the
operation	modes	with	θ	<	180°,	in	contrast	to	a	Class-A	operation	mode	where	θ	=	180°
and	the	dc	current	is	equal	to	the	quiescent	current	during	the	entire	period.

The	 collector	 efficiency	 of	 a	 power	 amplifier	 with	 shunt	 resonant	 circuit,	 biased	 to
operate	in	the	nonlinear	modes,	can	be	obtained	by



which	is	a	function	of	θ	only,	where

The	Class-B	power	amplifiers	had	been	defined	as	those	operating	with	a	negative	grid
bias	such	that	the	anode	current	is	practically	zero	with	no	excitation	grid	voltage,	and	in
which	the	output	power	is	proportional	to	the	square	of	the	excitation	voltage	[31].	If	ξ	=	1
and	 θ	 =	 90°,	 then	 from	 Eqs.	 (6.74)	 and	 (6.75)	 it	 follows	 that	 the	 maximum	 collector
efficiency	in	a	Class-B	operation	mode	is	equal	to

The	fundamental-frequency	power	delivered	to	the	load	PL	=	P1	is	defined	as

showing	its	direct	dependence	on	the	conduction	angle	2θ.	This	means	that	reduction	in	θ
results	in	lower	γ1,	and,	to	increase	the	fundamental-frequency	power	P1,	it	is	necessary	to
increase	 the	 current	 amplitude	 I.	 Because	 the	 current	 amplitude	 I	 is	 determined	 by	 the
input	 voltage	 amplitude	 Vin,	 the	 input	 power	 Pin	 must	 be	 increased.	 The	 collector
efficiency	 also	 increases	with	 reduced	value	 of	θ	 and	becomes	maximum	when	θ	 =	 0°,
where	 the	 ratio	 γ1/γ0	 is	maximal,	 as	 follows	 from	 Eq.	 6.75.	 For	 example,	 the	 collector
efficiency	 η	 increases	 from	 78.5	 to	 92%	 when	 θ	 reduces	 from	 90	 to	 60°.	 However,	 it
requires	 the	 input	voltage	amplitude	Vin	 to	be	 increased	by	2.5	 times,	 resulting	 in	 lower
values	of	the	power-added	efficiency	(PAE),	which	is	defined	as

where	GP	=	P1/Pin	is	the	operating	power	gain.

The	Class-C	power	amplifiers	had	been	defined	as	those	operating	with	a	negative	grid
bias	 more	 than	 sufficient	 to	 reduce	 the	 anode	 current	 to	 zero	 with	 no	 excitation	 grid
voltage,	and	in	which	the	output	power	varies	as	the	square	of	the	anode	voltage	between
limits	 [31].	The	main	distinction	between	Class	B	and	Class	C	 is	 in	 the	duration	of	 the
output	 current	 pulses,	 which	 are	 shorter	 for	 Class	 C	 when	 the	 active	 device	 is	 biased
beyond	 the	 pinch-off	 point.	 To	 achieve	 the	maximum	 anode	 efficiency	 in	 Class	 C,	 the
active	 device	 should	 be	 biased	 (negative)	 considerably	 lower	 the	 pinch-off	 point	 to
provide	the	sufficiently	low	conduction	angles	[32].

In	order	to	obtain	an	acceptable	tradeoff	between	a	high	power	gain	and	a	high	power-
added	efficiency	in	different	situations,	the	conduction	angle	should	be	chosen	within	the
range	of	120°	≤	2θ	≤	190°.	 If	 it	 is	 necessary	 to	provide	high	collector	 efficiency	of	 the
active	device	having	a	high	gain	capability,	it	is	necessary	to	choose	a	Class-C	operation
mode	with	θ	close	to	60°.	However,	when	the	input	power	is	limited	and	power	gain	is	not
sufficient,	 a	 Class-AB	 operation	 mode	 with	 small	 quiescent	 current	 when	 θ	 is	 slightly
greater	 than	90°	 is	 recommended.	 In	 the	 latter	case,	 the	 linearity	of	 the	power	amplifier
can	be	significantly	improved.	From	Eq.	(6.75)	it	follows	that	the	ratio	of	the	fundamental-
frequency	component	of	the	anode	current	to	the	dc	current	is	a	function	of	θ	only,	which



means	that,	 if	 the	operating	angle	is	maintained	constant,	 the	fundamental	component	of
the	anode	current	will	replicate	linearly	to	the	variation	of	the	dc	current,	thus	providing
the	 linear	 operation	 of	 the	 Class-C	 power	 amplifier	 when	 dc	 current	 is	 directly
proportional	to	the	grid	voltage	[33].

6.5	Load	Line	and	Output	Impedance
The	 graphical	 method	 of	 laying	 down	 a	 load	 line	 on	 the	 family	 of	 the	 static	 curves
representing	anode	current	against	anode	voltage	 for	various	grid	potentials	was	already
well	known	in	the	1920s	[34].	If	an	active	device	is	connected	in	a	circuit,	 in	which	the
anode	 load	 is	 a	 pure	 resistance,	 the	 performance	may	 be	 analyzed	 by	 drawing	 the	 load
line,	where	the	lower	end	of	the	line	represents	the	anode	supply	voltage	and	the	slope	of
the	line	is	defined	by	the	load	resistance;	that	is,	the	load	resistance	is	equal	to	the	value	of
the	intercept	on	the	voltage	axis	divided	by	the	value	of	the	intercept	on	the	current	axis.

In	 a	 Class	 A,	 the	 output	 voltage	 v	 across	 the	 device	 anode	 (collector	 or	 drain)
represents	a	sum	of	the	dc	supply	voltage	Vcc	and	cosine	voltage	across	the	load	resistance
RL,	and	can	be	defined	by	Eq.	(6.58).	In	this	case,	the	power	dissipated	in	the	load	and	the
power	dissipated	in	the	device	are	equal	when	Vcc	=	V,	and	the	load	resistance	RL	=	V/I	is
equal	to	the	device	output	resistance	Rout	[30].	In	a	pulsed	operation	mode	(Class	AB,	B,
or	C),	because	 the	parallel	LC	 circuit	 is	 tuned	 to	 the	 fundamental	 frequency,	 ideally	 the
voltage	 across	 the	 load	 resistor	RL	 represents	 a	 cosine	waveform.	By	using	Eqs.	 (6.58),
(6.66),	and	(6.71),	the	relationship	between	the	collector	current	i	and	voltage	v	during	a
time	period	of	−θ	≤	ωt	<	θ	can	be	written	as

where	 the	 fundamental	 current	 coefficient	 γ1	 as	 a	 function	 of	 θ	 is	 determined	 by	 Eq.
(6.73),	and	the	load	resistance	is	defined	as	RL	=	V/I1,	where	I1	is	the	fundamental	current
amplitude.	 Equation	 (6.79)	 determining	 the	 dependence	 of	 the	 collector	 current	 on	 the
collector	 voltage	 for	 any	 values	 of	 the	 conduction	 angle	 in	 the	 form	 of	 a	 straight-line
function	is	called	the	load	line	of	the	active	device.	For	a	Class-A	operation	mode	with	θ	=
180°	when	γ1	=	1,	the	load	line	defined	by	Eq.	(6.79)	is	identical	to	the	load	line	defined
by	Eq.	(6.60).

Figure	 6.19	 shows	 the	 idealized	 active	 device	 output	 I-V	 curves	 and	 load	 lines	 for
different	conduction	angles	according	to	Eq.	(6.79)	with	 the	corresponding	collector	and
current	 waveforms.	 From	 Fig.	 6.19	 it	 follows	 that	 the	 maximum	 collector	 current
amplitude	Imax	corresponds	to	the	minimum	collector	voltage	Vsat	when	ωt	=	0,	and	is	the
same	for	any	conduction	angle.	The	slope	of	the	load	line	defined	by	its	slope	angle	β	 is
different	 for	 different	 conduction	 angles	 and	 values	 of	 the	 load	 resistance,	 and	 can	 be
obtained	by





FIGURE	6.19	Collector	current	waveforms	in	Class-AB	and	Class-C	operations.

from	which	it	follows	that	greater	slope	angle	β	of	the	load	line	results	in	smaller	value	of
the	load	resistance	RL	for	the	same	θ.

The	 load	resistance	RL	 for	 the	active	device	as	a	 function	of	θ,	which	 is	 required	 to
terminate	 the	 device	 output	 to	 deliver	 the	 maximum	 output	 power	 to	 the	 load,	 can	 be
written	in	a	general	form	as

which	is	equal	to	the	device	equivalent	output	resistance	Rout	at	the	fundamental	frequency
[31].	The	term	“equivalent”	means	that	this	is	not	a	real	physical	device	resistance	as	in	a
Class-A	mode,	but	its	equivalent	output	resistance,	whose	value	determines	the	optimum
load,	 which	 should	 terminate	 the	 device	 output	 to	 deliver	 maximum	 fundamental-
frequency	output	power.	The	equivalent	output	resistance	is	calculated	as	a	ratio	between
the	amplitudes	of	the	collector	cosine	voltage	and	fundamental-frequency	collector	current
component,	whose	value	depends	on	half	the	conduction	angle	θ.

In	a	Class-B	mode	when	θ	=	90°	and	γ1	=	0.5,	the	load	resistance	 	is	defined	as	 	=
2V/Imax.	 Alternatively,	 by	 taking	 into	 account	 that	 Vcc	 =	 V	 and	 Pout	 =	 I1V	 for	 the
fundamental-frequency	 output	 power,	 the	 load	 resistance	 	 can	 be	 derived	 in	 a	 simple
idealized	analytical	form	with	zero	saturation	voltage	Vsat	as

In	general,	the	entire	load	line	represents	a	broken	line	PK	including	a	horizontal	part,
as	shown	in	Fig.	6.19.	Figure	6.19(a)	represents	a	load	line	PNK	corresponding	to	a	Class-
AB	 mode	 with	 θ	 >	 90°,	 Iq	 >	 0,	 and	 I	 <	 Imax.	 Such	 a	 load	 line	 moves	 from	 point	 K,
corresponding	to	 the	maximum	output	current	amplitude	Imax	at	ωt	=	0	and	determining
the	 device	 saturation	 voltage	Vsat,	 through	 the	 point	N	 located	 at	 the	 horizontal	 axis	 v,
where	 i	=	0	and	ωt	 =	θ.	 For	 a	Class-AB	operation,	 the	 conduction	 angle	 for	 the	output
current	pulse	between	points	N′	and	N″″	is	greater	than	180°.	Figure	6.19(b)	 represents	a
load	line	PMK,	corresponding	to	a	Class-C	mode	with	θ	<	90°,	Iq	<	0,	and	I	>	Imax.	For	a
Class-C	 operation,	 the	 load	 line	 intersects	 a	 horizontal	 axis	 v	 at	 point	 M,	 and	 the
conduction	angle	for	the	output-current	pulse	between	points	M′	and	M″″	is	smaller	than
180°.	Hence,	generally	the	load	line	represents	a	broken	line	with	the	first	section	having	a
slope	angle	β	and	the	other	horizontal	section	with	zero	current	i.	In	a	Class-B	mode,	the
collector	current	represents	half-cosine	pulses	with	the	conduction	angle	of	2θ	=	180°	and
Iq	=	0.

Now	 let	 us	 consider	 a	 Class-B	 operation	 with	 increased	 amplitude	 of	 the	 cosine
collector	voltage.	In	 this	case,	as	shown	in	Fig.	6.20,	an	active	device	 is	operated	 in	 the
saturation,	active,	and	pinch-off	regions,	and	the	load	line	represents	a	broken	line	LKMP
with	 three	 linear	 sections	 (LK,	KM,	 and	MP).	 The	 new	 section	KL	 corresponds	 to	 the
saturation	region,	resulting	in	the	half-cosine	output-current	waveform	with	a	depression
in	 the	 top	part.	With	further	 increase	 in	 the	output	voltage	amplitude,	 the	output	current



pulse	can	be	split	into	two	symmetrical	pulses,	containing	a	significant	level	of	the	higher-
order	harmonic	components.	The	same	result	can	be	achieved	by	increasing	a	value	of	the
load	resistance	RL	when	the	load	line	is	characterized	by	a	smaller	slope	angle	β.

FIGURE	6.20	Collector	current	waveforms	for	the	device	operating	in	saturation,	active,
and	pinch-off	regions.

The	collector	 current	waveform	becomes	asymmetrical	 for	 the	complex	 load,	whose
impedance	 represents	 the	 load	 resistance	 and	 capacitive	 or	 inductive	 reactances.	 In	 this
case,	 the	 Fourier-series	 expansion	 of	 the	 output	 current	 given	 by	 Eq.	 (6.69)	 includes	 a
particular	 phase	 for	 each	 harmonic	 component.	 Then,	 the	 output	 voltage	 at	 the	 device
collector	is	written	as



where	In	is	the	amplitude	of	nth	output	current	harmonic	component,	|Zn|	is	the	magnitude
of	the	load-network	impedance	at	nth	output	current	harmonic	component,	and	φn	 is	 the
phase	of	nth	output	current	harmonic	component.	Assuming	that	Zn	is	zero	for	n	=	2,	3,	…,
which	 is	 possible	 for	 the	 load	 network	 with	 a	 shunt	 parallel	 resonant	 circuit	 having
negligible	impedance	at	any	harmonic	component	except	the	fundamental,	Eq.	(6.83)	can
be	rewritten	as

As	a	 result,	 for	 the	 inductive	 load	 impedance,	 the	depression	 in	 the	collector	current
waveform	 reduces	 and	 moves	 to	 the	 left-hand	 side	 of	 the	 waveform,	 whereas	 the
capacitive	load	impedance	causes	the	depression	to	deepen	and	shift	to	the	right-hand	side
of	 the	 collector	 current	 waveform	 [35].	 This	 effect	 can	 simply	 be	 explained	 by	 the
different	phase	conditions	 for	 the	 fundamental	 (and	generally	 for	higher-order	harmonic
components)	 and	 is	 illustrated	 by	 the	 different	 load	 lines	 for	 (a)	 inductive	 and	 (b)
capacitive	load	impedances	shown	in	Fig.	6.21.	Note	 that	now	the	 load	line	represents	a
two-dimensional	curve	with	a	complicated	behavior.





FIGURE	6.21	Load	lines	for	(a)	inductive	and	(b)	capacitive	load	impedances.

6.6	Classes	of	Operation	Based	on	Finite	Number
of	Harmonics

Figure	6.22(a)	 shows	 the	 block	 diagram	of	 a	 generic	 power	 amplifier,	where	 the	 active
device	(which	is	shown	as	a	MOSFET	device	but	can	be	a	bipolar	transistor	or	any	other
suitable	device)	 is	controlled	by	its	drive	and	bias	 to	operate	as	a	multiharmonic	current
source	or	switch,	Vdd	is	the	supply	voltage,	and	I0	is	the	dc	current	flowing	through	the	RF
choke	 [36].	 The	 load-network	 bandpass	 filter	 is	 assumed	 linear	 and	 lossless,	 and	 it
provides	 the	 drain	 load	 impedance	 R1	 +	 jX1	 at	 the	 fundamental	 frequency	 and	 pure
reactances	Xk	at	each	kth-harmonic	component.	For	analysis	simplicity,	the	load-network
filter	can	incorporate	the	reactances	of	the	RF	choke	and	device	drain-source	capacitance,
which	is	considered	voltage	independent.





FIGURE	6.22	Basic	power-amplifier	structure	and	classes	of	amplification.

Because	 such	 a	 basic	 power	 amplifier	 is	 assumed	 to	 generate	 power	 at	 only	 the
fundamental	frequency,	harmonic	components	can	be	present	generally	in	the	voltage	and
current	waveforms	depending	on	class	of	operation.	In	a	Class	AB,	B,	or	C,	harmonics	are
present	 only	 in	 the	 drain	 current.	 However,	 in	 a	 Class-F	 mode,	 a	 given	 harmonic
component	is	present	in	either	drain	voltage	or	drain	current,	but	not	both,	and	all	or	most
harmonics	are	present	in	both	the	drain	voltage	and	current	waveforms	in	a	Class-E	mode.
The	 required	harmonics	with	optimum	or	near-optimum	amplitudes	can	be	produced	by
driving	the	power	amplifier	to	saturation.	The	analysis	based	on	a	Fourier-series	expansion
of	 the	 drain	 voltage	 and	 current	waveforms	 shows	 that	maximum	 achievable	 efficiency
depends	not	on	the	class	of	operation	but	on	the	number	of	harmonics	employed	[36,	37].
For	 any	 set	 of	 harmonic	 reactances,	 the	 same	maximum	 efficiency	 can	 be	 achieved	 by
proper	adjustment	of	the	waveforms	and	the	fundamental-frequency	load	reactance.

A	 mechanism	 for	 differentiating	 the	 various	 classes	 of	 power	 amplifier	 operation
implemented	with	small	numbers	of	harmonic	components	is	shown	in	Fig.	6.22(b)	 [36].
It	is	based	on	the	relative	magnitudes	of	the	even-(Xe)	and	odd-(Xo)	harmonic	impedances
relative	 to	 the	 fundamental-frequency	 load	 resistance	 R1.	 In	 this	 case,	 the	 classes	 of
operation	can	be	characterized	in	terms	of	a	small	number	of	harmonics	as	follows:

•			Class	F:	Even-harmonic	reactances	are	low	and	odd-harmonic	reactances	are
high	so	that	the	drain	voltage	is	shaped	toward	a	square	wave	and	drain	current	is
shaped	toward	a	half-sine	wave.

•			Inverse	Class	F	(Class	F−1):	Even-harmonic	reactances	are	high	and	odd-
harmonic	reactances	are	low	so	that	the	drain	voltage	is	shaped	toward	a	half-sine
wave	and	drain	current	is	shaped	toward	a	square	wave.

•			Class	C:	All	harmonic	reactances	are	low	so	that	the	drain	current	is	shaped
toward	a	narrow	pulse.

•			Inverse	Class	C	(Class	C−1):	All	harmonic	reactances	are	high	so	that	the
drain	voltage	is	shaped	toward	a	narrow	pulse.

•			Class	E:	All	harmonic	reactances	are	negative	and	comparable	in	magnitude
to	the	fundamental-frequency	load	resistance.

The	 transition	 from	 “low”	 to	 “comparable”	 occurs	 in	 the	 range	 from	R1/3	 to	R1/2,
whereas	that	from	“comparable”	to	“high”	similarly	occurs	in	the	range	from	2R1	to	3R1.
In	 this	 case,	 the	 circular	 boundary	 is	 for	 illustration	 only,	 and	 the	 point	 at	 which	 an
amplifier	 transitions	 from	one	class	 to	another	 is	 somewhat	 judgmental	and	arbitrary,	as
there	 is	no	abrupt	change	 in	 the	mode	of	operation.	All	power	amplifier	degenerate	 to	a
Class-A	mode	when	there	is	only	a	single	(fundamental)	frequency	component.	Class	B	is
the	 special	 case	 of	 a	 pulsed	 operation	 with	 a	 conduction	 angle	 of	 180°,	 which	 is
represented	 by	 a	 half-sine	 current	waveform	 based	 on	 even	 harmonics.	Class	D	 can	 be
considered	as	a	push-pull	Class-F	power	amplifier,	 in	which	 two	active	devices	provide
each	other	with	paths	for	the	even	harmonics.

The	transition	from	Class	F	to	Class	E	and	then	to	Class	F−1	moves	diagonally	in	Fig.



6.22(b)	by	progressively	increasing	X2	from	zero	to	∞,	while	decreasing	X3	from	∞	to	zero
so	 that	X3	=	1/X2.	 In	a	Class	F	with	X2	=	0	and	X3	=	∞,	 the	voltage	 is	a	 third-harmonic
maximum-power	waveform,	whereas	 the	 current	 is	 a	 second-harmonic	maximum-power
waveform.	 For	 X2	 =	 X3	 =	 −1,	 the	 voltage	 waveform	 leans	 leftward	 and	 the	 current
waveform	 leans	 rightward,	 thus	 approximating	 the	 all-harmonic	 Class-E	 waveforms.
Finally,	when	X2	=	∞	and	X3	=	0,	the	power	amplifier	operates	in	an	inverse	Class	F	(Class
F−1).	 The	 transition	 from	Class	 F	 to	Class	C	moves	 down	 to	 the	 left-hand	 side	 of	 Fig.
6.22(b)	 by	 setting	X2	 at	 zero	 and	 progressively	 decreasing	X3	 from	∞	 to	 zero,	 and	 the
waveforms	 remain	 almost	 unchanged	 for	X3	 ≤−3.	The	 explicit	 analytical	 expression	 for
maximum	achievable	efficiency	of	finite-harmonic	Class	C	with	conduction	angle	2θ	→	0
can	be	written	as

where	n	is	the	number	of	harmonics	[38].

6.7	Mixed-Mode	Class	B	and	Nonlinear	Effect	of
Collector	Capacitance

In	contrast	 to	 the	conventional	Class-C	power	amplifiers	with	a	parallel	 resonant	circuit
resulting	 in	 a	 sinusoidal	 collector	 voltage	waveform,	 the	 so-called	mixed-mode	Class-C
configuration	with	 a	 series	 resonant	 circuit	was	widely	 although	 somewhat	 accidentally
adopted	for	most	VHF	and	UHF	transistor	power	amplifiers,	which	could	provide	better
efficiency	performance	and	where	it	 is	easier	 to	provide	the	drive	and	bias	[39,	40].	For
low	saturation	 resistance	and	significant	nonlinear	collector	capacitance,	 it	 is	difficult	 to
maintain	 a	 sinusoidal	 collector	 voltage	 waveform.	 Instead,	 a	 nonlinear	 collector
capacitance	 produces	 a	 voltage	 waveform	 containing	 harmonics	 in	 response	 to	 a
sinusoidal	 current.	 As	 a	 result,	 the	 saturated	 bipolar	 transistor	 usually	 dominates	 the
parallel-tuned	 circuit,	 flattening	 the	 collector	 voltage	waveform	 [41].	 Besides,	 it	 is	 also
enough	 difficult	 in	 practice	 to	 implement	 the	 parallel-resonant	 circuit	 required	 for	 true
Class-C	operation	in	power	amplifiers	using	either	FET	or	BJT	devices,	especially	with	a
high-quality	factor.	There	are	several	additional	difficulties	in	implementing	true	Class-C
operation	 in	 solid-state	 power	 amplifiers,	 especially	 at	 VHF	 and	 UHF	 in	 view	 of	 the
device	lead	lengths	and	stray	reactances,	causing	a	significant	effect	at	these	frequencies.

Figure	6.23	shows	the	simplified	schematic	of	a	mixed-mode	Class-C	power	amplifier
with	 a	 series	 resonant	 circuit	 in	 a	 load	 network,	 which	 provides	 the	 near-sinusoidal
collector	 current	 and	pulsed	 collector	 voltage	with	pulse	 duration	 less	 than	one-half	 the
period,	 depending	 on	 the	 value	 of	 the	 collector	 capacitance.	 The	 level	 of	 a	 Class-C
operation	with	corresponding	conduction	angle	is	defined	by	the	value	of	the	resistor	in	a
base	 bias	 circuit,	 where	 the	 inductor	 value	 is	 chosen	 to	maximize	 the	 operating	 power
gain.



FIGURE	6.23	High-efficiency	bipolar	mixed-mode	Class-C	power	amplifier.

As	 an	 example,	 by	 using	 a	 28-V	MRF373A	 LDMOSFET	 device	 in	 a	 series-tuned
Class-C	power	amplifier,	whose	simplified	circuit	schematic	is	shown	in	Fig.	6.24(a),	an
output	power	of	50	W	and	a	drain	efficiency	of	58%	(by	10%	lower	than	obtained	with	the
idealized	simulations)	were	achieved	at	435	MHz	[42].	Here,	for	the	theoretical	analysis,	it
was	assumed	that	the	transistor	is	driven	so	hard	that	its	operation	can	be	described	by	a
switch,	 and	 the	 switch	 is	 turned	 on	 (closed)	when	 the	 gate-source	 voltage	 is	 above	 the
threshold	voltage	and	turned	off	(open)	when	it	is	below.	When	the	transistor	is	turned	off,
the	 total	 drain	 current	 id,	 which	 is	 a	 sum	 of	 the	 sinusoidal	 load	 current	 and	 dc	 supply
current,	 charges	 or	 discharges	 the	 transistor	 drain-source	 capacitance	Cds.	 In	 this	 case,
there	are	two	basic	power	loss	mechanisms:	the	transistor	series	loss,	due	to	finite	value	of
its	saturation	voltage,	and	the	switching	loss	that	accompanies	the	switch	turning	on.	The
switching	loss	is	determined	by	the	value	of	the	capacitor	voltage	Vcsw	obtained	prior	 to
the	start	of	switching	on.	Figure	6.24(b)	shows	the	drain	voltage	and	current	waveforms,



where	 the	 switch	 starts	 turning	 off	 at	 zero	 time	 instant	 and	 the	 drain	 voltage	 vd(ωt)
achieves	maximum	value	Vdmax	when	the	drain	current	id(ωt)	turns	negative	through	zero-
crossing	point.	Significantly	higher	efficiency	was	achieved	using	the	Cree	CGH40120F
transistor	when	the	output	power	of	115	W	was	achieved	under	pulsed	conditions	with	the
drain	 efficiency	 between	 78.4	 and	 82.7%	 at	 the	 same	 operating	 frequency	 for	 the	 duty
ratio	varying	from	36	to	25%	[43].





FIGURE	6.24	High-efficiency	bipolar	mixed-mode	Class-C	power	amplifier.

Generally,	the	dependence	of	the	collector	capacitance	on	the	output	voltage	represents
a	nonlinear	 function.	To	evaluate	 the	 influence	of	 the	nonlinear	collector	capacitance	on
electrical	 behavior	 of	 the	 power	 amplifier,	 let	 us	 consider	 the	 load	 network	 including	 a
series	resonant	L0C0	circuit	tuned	to	the	fundamental	frequency	that	provides	open-circuit
conditions	 for	 the	 second-	 and	 higher-order	 harmonic	 components	 of	 the	 output	 current
and	a	low-pass	L-type	matching	circuit	with	the	series	inductor	L	and	shunt	capacitor	C,	as
shown	 in	 Fig.	 6.25(a).	 The	 matching	 circuit	 is	 needed	 to	 match	 the	 equivalent	 output
resistance	R,	 corresponding	 to	 the	 required	 output	 power	 at	 the	 fundamental	 frequency,
with	 the	 standard	 load	 resistance	 RL.	 Figure	 6.25(b)	 shows	 the	 simplified	 output
equivalent	circuit	of	the	bipolar	power	amplifier.



FIGURE	6.25	Circuit	schematics	of	bipolar	tuned	power	amplifier.

The	total	output	current	flowing	through	the	device	collector	can	be	written	as

where	In	and	ϕn	are	the	amplitude	and	phase	of	the	nth-harmonic	component,	respectively.

An	assumption	of	a	high-quality	 factor	of	 the	 series	 resonant	circuit	 allows	 the	only
fundamental-frequency	 current	 component	 to	 flow	 into	 the	 load.	 The	 current	 flowing
through	 the	 nonlinear	 collector	 capacitance	 consists	 of	 the	 fundamental-frequency	 and
higher-order	harmonic	components,	which	is	written	as



where	IC	is	the	fundamental-frequency	capacitor	current	amplitude.

The	nonlinear	behavior	of	the	collector	junction	capacitance	is	described	by

where	C0	is	the	collector	capacitance	at	v	=	Vcc’	Vcc	is	the	supply	voltage,	ϕ	is	the	contact
potential,	and	γ	is	the	junction	sensitivity	equal	to	0.5	for	abrupt	junction.

As	 a	 result,	 the	 expression	 for	 charge	 flowing	 through	 collector	 capacitance	 can	 be
obtained	by

When	v	=	Vcc,	then

Although	 the	 dc	 charge	 component	 q0	 is	 a	 function	 of	 the	 voltage	 amplitude,	 its
variations	at	maximum	voltage	amplitude	normally	do	not	exceed	20%	for	γ	=	0.5	 [17].
Then,	assuming	q0	is	determined	by	Eq.	(6.90)	as	a	constant	component,	the	total	charge	q
of	the	nonlinear	capacitance	can	be	represented	by	the	dc	component	q0	and	ac	component
Δq	as

Because	Vcc	>>	ϕ	in	the	normal	case,	from	Eq.	(6.91)	it	follows	that

where	q0	≅	C0Vcc	/(1	−	γ).

On	the	other	hand,	the	charge	component	Δq	can	be	written	using	Eq.	(6.87)	as

As	a	result,	substituting	Eq.	(6.93)	into	Eq.	(6.92)	yields

After	applying	a	Taylor-series	expansion	to	Eq.	(6.94),	it	is	sufficient	to	be	limited	to
its	 first	 three	 terms	 to	 reveal	 the	 parametric	 effect.	 Then,	 equating	 the	 fundamental-
frequency	collector	voltage	components	gives



Consequently,	by	taking	into	account	that	v1	=	V1sin(ωt	+	ϕ1),	the	fundamental	voltage
amplitude	V1	can	be	obtained	from	Eq.	(6.95)	as

Because	a	large-signal	value	of	the	abrupt-junction	collector	capacitance	usually	does
not	exceed	20%,	the	fundamental-frequency	capacitor	current	amplitude	IC	can	be	written
in	a	first-order	approximation	as

As	a	result,	from	Eq.	(6.96)	 it	 follows	that,	because	of	 the	parametric	 transformation
due	to	the	collector	capacitance	nonlinearity,	the	fundamental-frequency	collector	voltage
amplitude	increases	by	σp	times	according	to

where	σp	=	ξp/ξ	and	ξp	is	the	collector	voltage	peak	factor	with	parametric	effect	[35].

From	Eq.	 (6.98)	 it	 follows	 that	 to	 maximize	 the	 collector	 voltage	 peak	 factor	 and
consequently	 the	 collector	 efficiency	 for	 a	 given	 value	 of	 the	 supply	 voltage	Vcc,	 it	 is
necessary	to	provide	the	following	phase	conditions:

Then,	for	γ	=	0.5,

Equation	 (6.101)	 shows	 the	 theoretical	 possibility	 to	 increase	 the	 collector	 voltage
peak	 factor	 by	 1.1	 to	 1.2	 times,	 thus	 achieving	 collector	 efficiency	 of	 85	 to	 90%.
Physically,	 the	 improved	 efficiency	 can	 be	 explained	 by	 the	 transformation	 of	 powers
corresponding	 to	 the	 second-	 and	 higher-order	 harmonic	 components	 into	 the
fundamental-frequency	 output	 power	 due	 to	 the	 collector	 capacitance	 nonlinearity.
However,	 this	 becomes	 effective	 only	 in	 the	 case	 of	 the	 load	 network	 with	 a	 series
resonant	circuit	(mixed-mode	Class	C),	because	it	 ideally	provides	infinite	 impedance	at
the	second-	and	higher-order	harmonics	(corresponding	to	inverse	Class	F	with	zero	shunt



capacitance),	unlike	the	load	network	with	a	parallel	resonant	circuit	(true	Class	C)	having
ideally	zero	impedance	at	these	harmonics.

6.8	Load-Pull	Characterization
In	designing	power	amplifiers,	it	is	important	to	know	the	transistor	input	impedance	and
load	 characteristics	 at	 a	 high	 input-driving	 power	 level	 and	 to	 optimize	 the	 output
matching	circuit	on	the	basis	of	 these	 large-signal	characteristics.	A	computer-controlled
technique	 for	 large-signal	 characterization	 of	microwave	 power	 transistors	 used	 to	map
contours	of	constant	power	and	efficiency	on	a	Smith	chart	for	dynamic	matching	of	both
input	and	output	circuits	was	originally	developed	for	the	interstage	matching	between	a
varactor	 multiplier	 and	 a	 transistor	 power	 stage	 and	 then	 successfully	 applied	 to	 the
broadband	optimization	of	Class-A	and	Class-C	transistor	power	amplifiers	[44,	45].	The
power-load	contours	consist	of	a	series	of	curves	on	a	Smith	chart	representing	constant-
output	power,	approaching	the	point	of	maximum	output	power,	as	shown	in	Fig.	6.26(a).
When	 drawn	 at	 several	 frequencies	 over	 the	 band	 of	 interest,	 they	 represent	 loci	 of
required	output	impedance	for	various	output	power	levels.	If	constant-efficiency	contours
are	overlaid	on	 the	constant-power	contours,	 the	efficiency	 is	also	known	at	each	of	 the
load	 impedances.	 Generally,	 the	 points	 for	 maximum	 output	 power	 and	 maximum
efficiency	 can	 be	 located	 at	 different	 positions,	 each	 corresponding	 to	 its	 optimum
impedance,	 as	 shown	 in	 Fig.	 6.26(b),	 because	 the	 maximum	 power	 is	 achieved	 at	 the
fundamental	 frequency,	 whereas	 the	 maximum	 efficiency	 significantly	 depends	 on	 the
effect	of	the	second-	and	higher-order	harmonic	components.





FIGURE	6.26	Constant-power	and	constant-efficiency	load-pull	contours.

A	 power	 transistor	 operated	 in	 a	 Class-C	 mode	 is	 characterized	 by	 the	 output
equivalent	circuit,	which	is	represented	by	a	nonlinear	multiharmonic	current	source	and	a
nonlinear	reactance.	To	obtain	maximum	output	power,	the	load	impedance	must	produce
the	 maximum	 current	 and	 voltage	 swing.	 The	 relationship	 between	 the	 required	 load
impedance	 and	 nonlinear	 output	 impedance	 determines	 the	 shape	 of	 the	 power-load
contour,	which	can	vary	with	input	drive	level	from	elliptical	to	circle	contours	[46].	With
the	conventional	passive	load-pull	technique,	external	tuners	are	adjusted,	demounted,	and
measured.	 In	 this	 case,	 the	 dc	 bias-dependent	 transistor	 small-signal	 impedances	 can	be
used	 as	 references	 [47].	 To	 get	 a	 variable	 load,	 in	 addition	 to	 the	 traditional	 passive-
network	technique	with	variable	elements,	an	active	load-pull	characterization	can	be	used
where	 the	 reflection	 coefficient	 is	 obtained	 using	 an	 auxiliary	 signal	 derived	 from	 the
same	test	generator	 to	 inject	 into	 the	output	port	[48,	49].	One	of	 the	advantages	of	 this
technique	lies	in	the	inherent	simplicity	of	the	calibration	procedure,	which	is	necessary	to
correct	 the	 transmission-line	 losses	 in	 the	 measurement	 system.	 However,	 its	 accuracy
critically	 depends	 on	 the	 effective	 directivities	 of	 the	 directional	 couplers	 in	 the	 system
[50].	The	accuracy	of	the	load-pull	measurements	can	be	improved	by	using	ultralow-loss
broadband	tuners	based	on	nonuniform,	nonsymmetrical	rectangular	coaxial-to-microstrip
directional	 couplers	 [51].	 Independent	 tuning	 of	 the	 fundamental	 frequency	 and	 its
second-harmonic	 component	 had	 become	 possible	 by	 using	 a	 scheme	 with	 frequency-
selective	tuners	[52].

The	 load	 impedance	 ZL,	 incident	 and	 reflected	 traveling	 waves	 a2	 and	 b2,	 and
reflection	coefficient	ΓL	at	the	output	port	of	the	transistor	are	related	as

where	Z0	 is	 the	 characteristic	 impedance	 of	 the	 system,	 in	which	 the	 device	 under	 test
(DUT)	 is	 used.	 The	 function	 of	 the	 tuners	 is	 to	 vary	 the	 magnitude	 and	 phase	 of	 the
reflected	signal	so	as	to	synthesize	an	appropriate	ΓL.	This	functionality	can	be	obtained
by	altering	the	tuner	setting	by	way	of	moving	the	slug	or	stub	up	and	down	and	back	and
forth	in	a	passive	tuner,	as	shown	in	Fig.	6.27,	or	by	actively	injecting	a	magnitude-	and
phase-controlled	signal	in	an	active	load-pull	system	[53].	In	this	case,	as	the	stub	(probe
or	 slug)	 is	 inserted	 into	 the	 tuner	 transmission	 line,	 it	 introduces	 mismatch	 by	 adding
parallel	susceptance,	and	the	parallel	susceptance	increases	as	the	stub	approaches	the	line
and	aids	in	the	synthesis	of	the	desired	reflection	coefficient.	As	a	result,	the	magnitude	of
the	impedance	mismatch	is	determined	by	the	stub	position	(depth)	and	the	phase	of	 the
impedance	mismatch	is	determined	by	the	carriage	position	(length).



FIGURE	6.27	Passive	tuner	and	reflection	coefficient	position.

Generally,	 tuning	with	 a	 load-pull	 system	 (mechanical	 or	 fully	 automatic)	 is	 a	 very
complicated	procedure,	especially	 if	necessary	to	 take	into	account	several	harmonics	of
the	 fundamental	 frequency.	 Besides,	 it	 can	 only	 give	 the	 optimum	 input	 and	 output
impedances,	 which	 are	 usually	 incorporated	 in	 datasheet	 for	 power	 transistors	 for
specified	 output	 power,	 supply	 voltage,	 and	 frequency	 range.	 In	 a	 monolithic
implementation,	however,	this	is	difficult	to	physically	realize	and	this	can	be	done	based
on	 the	 load-pull	 setup	 incorporated	 into	 the	 simulation	 tool.	However,	 in	 all	 cases,	 this
measurement	 should	 be	 followed	 by	 the	 subsequent	 load-network	 design	 with	 real



elements.	 Therefore,	 in	 most	 cases	 where	 the	 device	 nonlinear	 model	 is	 available,	 the
device	 equivalent	 output	 circuit	 can	 be	 represented	 by	 the	 output	 admittance	where	 the
equivalent	 large-signal	 output	 resistance	 can	 be	 estimated	 from	 Eq.	 (6.82)	 for	 fixed
conduction	 angle	 2θ	 and	 supply	 voltage	 Vcc,	 which	 is	 equal	 to	 the	 cosine	 voltage
amplitude	in	an	ideal	case	(assuming	zero	saturation	voltage).	For	example,	in	a	Class-B
mode	 with	 θ	 =	 90°,	 it	 is	 written	 as	 	 where	 Pout	 is	 the	 maximum
fundamental-frequency	 power	 delivered	 to	 the	 load,	 and	 the	 output	 shunt	 reactance	 is
represented	by	the	sum	of	the	output	and	feedback	capacitances.

6.9	Linearity
To	evaluate	the	nonlinear	properties	of	the	power	amplifier,	first	it	is	necessary	to	consider
the	transfer	function	of	the	active	device	in	the	form	of

where	 i(ωt)	 is	 the	output	collector	or	drain	current	and	v(ωt)	 is	 the	 input	gate-source	or
base-emitter	voltage.	It	is	convenient	to	apply	a	power-series	analysis,	which	is	relatively
easy	to	use	and	which	gives	a	good	intuitive	sense	of	the	nonlinear	behavior	of	the	active
device.	 Let	 us	 assume	 that	 the	 nonlinearity	 is	 weak	 enough	 so	 that	 the	 power	 series
converges.	Then,	the	transfer	function	f(v)	can	be	approximated	by	its	expanding	around
the	dc	voltage	V0	in	a	Taylor	series	as

The	 nonlinear	 properties	 are	 usually	 determined	 by	 a	 two-tone	 excitation	 test	 signal
with	individual	components	separated	slightly	in	frequency,	which	can	be	represented	in	a
common	case	of	unequal	amplitudes	as

For	 first	 three	 derivatives,	 the	 output	 signal	 can	 be	 represented	 by	 a	 Taylor-series
expansion	with	the	appropriate	equating	of	the	frequency	component	terms	as



The	following	conclusions	can	be	drawn	from	the	above	Taylor-series	expansion	of	the
active	device	transfer	function:

•			Variation	of	the	device	bias	point	is	directly	proportional	to	the	second
derivative	(in	a	common	case,	even	derivatives)	of	the	transfer	function.

•			The	device	transfer	function	will	be	linear	only	if	the	third	derivative	(in	a
common	case,	odd	derivatives)	is	equal	to	zero.

•			Even-harmonic	components	result	from	even	derivatives	of	the	device
transfer	function,	whereas	odd-harmonic	components	result	from	odd	derivatives
of	the	device	transfer	function.

•			First-order	mixing	products	(total	and	differential)	are	provided	by	even
derivatives	of	the	device	transfer	function.

•			Mixing	products	of	the	third	and	higher	order	are	mainly	determined	by	the
odd	derivatives	of	the	device	transfer	function.

•			Distortions,	which	are	determined	by	the	second	derivative	(second
amplitude	degree)	or	by	the	third	derivative	(third	amplitude	degree)	of	the	device
transfer	function,	are	called	the	second-order	intermodulation	distortions	(IMD2)
or	the	third-order	intermodulation	distortions	(IMD3),	respectively.

From	Eq.	 (6.106),	 it	 follows	 that	 the	 output	 current	 amplitude	 of	 the	 fundamental,
second,	and	third	harmonic	or	 intermodulation	components	depends	on	the	first,	second,
and	 third	 degree	 of	 the	 input	 voltage	 amplitude,	 respectively.	 Consequently,	 the	 output
power	 levels	 of	 the	 linear,	 second-order,	 and	 third-order	 frequency	 components	 show	 a
straight-line	behavior	and	vary	by	1	dB,	2	dB,	and	3	dB,	respectively,	with	an	input	power
level	 of	 1-dB	 variation.	 Further	 analysis	 of	 Eq.	 (6.106)	 would	 show	 that	 n-order



components	also	vary	by	n	dB	with	an	 input	power	 level	of	1-dB	variation.	As	a	 result,
these	straight	lines	in	terms	of	dBm	intersect	at	the	proper	intercept	points,	and	each	this
point	is	different	for	each	order	of	intermodulation	products.	Consequently,	if	the	intercept
point	 is	 determined,	 for	 example,	 experimentally	 for	 a	 given	 type	 of	 the	 transistor,	 it	 is
easy	 to	 evaluate	 the	 harmonic	 and	 n-order	 intermodulation	 output	 power	 levels	 at	 the
arbitrary	 level	 of	 input	 power.	 Figure	 6.28	 shows	 the	 straight-line	 dependences	 for	 the
fundamental,	 second-harmonic,	 and	 third-order	 intermodulation	 (IM3)	 components	 with
the	corresponding	intercept	points	IP2	and	IP3,	respectively.

FIGURE	6.28	Straight-line	dependences	for	harmonic	and	intermodulation	components.

For	any	straight	line,	we	can	write	the	following	equation:

where	Pn0	is	a	constant	that	will	be	evaluated.

The	linear	fundamental-frequency	output	power	is	equal	to



Equation	(6.107)	can	be	rewritten	as

At	the	intercept	point	IPn,

which	yields	a	ratio

Then,

Equation	 (6.112)	 can	 be	 used	 to	 evaluate	 the	 relationship	 between	 the	 fundamental
output	 power	 Pω1,	 the	 output	 power	 corresponding	 to	 the	 n-order	 intermodulation
component	PIMn,	 and	 the	n-order	 intercept	 point	 IPn	 at	 the	 input	 level	 below	 the	 device
voltage	saturation.	For	example,	the	second	harmonic	component	P2ω1	and	the	third-order
intermodulation	component	P2ω1−ω1	can	be	easily	evaluated	as

The	1-dB	compression	level	of	the	output	power,	at	which	a	value	of	the	power	gain
decreases	by	1	dB	compared	to	its	small-signal	value	in	a	linear	operation	region,	can	be
estimated	by	comparing	the	first-	and	third-order	terms	in	Eq.	(6.106)	as

although,	 depending	 on	 the	 different	 devices	 with	 different	 types	 of	 their	 nonlinear
transfer	function,	the	difference	IP3	–	P1dB	may	vary	between	8	and	15	dB.

Equations	(6.114)	and	(6.115)	give	a	convenient	and	simple	qualitative	estimate	of	the
basic	nonlinear	performance	of	the	power	amplifier.	For	example,	if	IP3	=	50	dBm,	then
P1dB	=	41	dBm	with	the	third-order	nonlinear	component	P2ω1−ω1	=	23	dBm.	To	improve
the	linearity	of	the	power	amplifier,	it	is	necessary	to	reduce	the	output	power	level	for	a
given	 value	 of	 the	 intercept	 point.	 The	 level	 of	 –30	 dB	 (relative	 to	 the	 fundamental-
frequency	output	power	Pω1)	for	the	third-order	intermodulation	component	P2ω1−ω1	can
be	 achieved	 only	 when	Pω1	 =	 35	 dBm,	 which	 means	 that	 the	 output	 power	 has	 to	 be
reduced	by	6	dB	(or	four	times).

It	 is	 well	 known	 that	 setting	 the	 dc	 drain	 current	 of	 a	 GaAs	 MESFET	 device	 to
approximately	0.5Idss,	whereIdss	is	the	saturated	drain-source	current,	maximizes	not	only
its	gain	but	also	intermodulation	intercept	points.	First,	the	transfer	Ids(Vgs)	curve	is	clearly
more	 linear	 near	 sweet	 spot	 of	 0.5Idss,	 where	 its	 slope,	 determining	 the	 device
transconductance,	is	maximal,	and	thus	mainly	influences	the	first-degree	coefficient	of	its
Taylor-series	 expansion.	 Secondly,	 the	 nonlinearity	 of	 the	 Cgs(Vgs)	 curve	 significantly
decreases	with	the	bias	point	shifted	toward	higher	values.	To	provide	the	high-efficiency



operation	mode	of	the	MESFET	power	amplifier,	it	is	necessary	to	use	a	value	of	the	gate-
source	bias	voltage	quite	close	to	the	pinch-off	voltage,	with	the	appropriate	worsening	of
its	linear	properties.	However,	in	this	case	it	is	possible	to	choose	the	bias	point	with	the
drain	 quiescent	 current	 Iq	 in	 limits	 of	 (0.1	 ÷	 0.15)Idss,	 when	 the	 third-order
intermodulation	 component	 IM3	 can	 be	minimized	 at	 sufficiently	 high	 output	 power,	 as
shown	in	Fig.	6.29.	First	of	all,	 this	 is	a	 result	of	 the	quadratic	dependence	of	 the	drain
current	Ids	on	the	gate	voltage	Vgs	near	the	pinch-off	point.	Besides,	given	a	certain	value
of	 the	 gate-source	 bias	 voltage,	 the	 third-order	 intermodulation	 components	 and	 the
intermodulation	 components,	 which	 are	 the	 results	 of	 an	 interaction	 of	 the	 second
harmonics	 2ω1	 and	 2ω2	 and	 differential	 component	 ω2	 −	 ω1	 with	 the	 fundamental
components	ω1	and	ω2,	cancel	each	other.	Because	this	cancellation	depends	on	the	load
and	source	impedances	at	the	frequencies	far	from	the	operating	frequency	bandwidth,	it	is
necessary	 to	 provide	 an	 additional	 tuning	 of	 the	 input	 and	 output	 matching	 circuits	 in
order	to	minimize	intermodulation	distortion.

FIGURE	6.29	MESFET	power	amplifier	intermodulation	distortions	for	different	quiescent
currents.

Figure	6.30	shows	the	output	power	spectrum	containing	only	n-order	intermodulation



components,	 which	 are	 the	 result	 of	 the	 effect	 of	 a	 two-tone	 input	 excitation.	 The
amplitude	 of	 the	 higher-order	 intermodulation	 components	 decreases	 significantly	when
frequency	 increases.	 To	 evaluate	 the	 linear	 behavior	 of	 the	 transistor,	 it	 is	 sufficient	 to
measure	 the	 amplitudes	 of	 the	 largest	 intermodulation	 components,	 that	 is,	 their	 third-
order	(IM3)	and	the	fifth-order	(IM5)	components,	which	are	defined	as

FIGURE	6.30	Typical	output	power	spectrum	for	two-tone	excitation.

where	P	=	Pω1	=	Pω2	for	equal	two-tone	signal	amplitudes.	On	the	other	hand,	the	third-
order	intermodulation	component	IM3	can	be	directly	calculated	from	Eq.	(6.114)	as

and,	 for	 example,	 for	 the	power	 amplifier	with	 IP3	 =	 50	 dBm	and	P1dB	 =	 41	dBm,	 the



third-order	intermodulation	component	IM3	is	equal	to	−18	dBc.

The	 linearity	 of	 the	 MOSFET	 power	 amplifiers	 is	 strongly	 sensitive	 to	 the	 bias
conditions	 when	 a	 choice	 of	 the	 optimum	 bias	 voltage	 in	 Class-AB	 operation	 mode
improves	 the	 third-order	 intermodulation	 distortion	 by	more	 than	 10	 dB	 [54].	 This	 is	 a
result	 of	 a	 quadratic	 character	 of	 the	 sufficiently	 long	 section	 of	 the	 device	 transfer
dependence	Ids(Vgs).	Minimum	power	gain	flatness	over	the	dynamic	power	range	(linear
Pout	versus	Pin)	corresponds	to	the	best	linearity	condition.

For	 bipolar	 transistors,	 a	 similar	 approach	 can	 be	 used	 when	 an	 improved
intermodulation	distortion	 is	achieved	by	optimizing	 the	collector	quiescent	current	with
proper	base	bias	condition.	In	this	case,	in	a	Class-AB	operation	mode,	the	minimum	level
of	 the	 third-order	 intermodulation	 components	 is	 a	 function	 of	 the	 values	 of	 both	 the
output	 power	Pout	 and	 the	 collector	 quiescent	 current	 Iq.	 Low	 values	 of	 Iq	 give	 better
linearity	at	higher	power	levels,	whereas	higher	values	of	Iq	give	better	linearity	at	lower
power	levels.	Because	the	“sweet”	point	moves	when	different	Iq	are	used,	the	minimum
gain	variations	over	the	total	dynamic	range	corresponds	to	the	best	linearity	that	can	be
achieved	by	adding	the	series	resistor	R	with	optimum	value	to	the	base	bias	circuit	[55].
This	series	resistor	is	connected	between	the	base	bias	voltage	supply	Vb	and	the	bypass
capacitor	Cbypass,	 followed	 by	 a	 quarterwave	microstrip	 line	 to	 provide	 better	 isolation
between	RF	and	dc	paths,	as	shown	in	Fig.	6.31.



FIGURE	6.31	Bipolar	power	amplifier	with	linearizing	bias	resistor.

The	use	of	a	series	resistor	can	minimize	the	gain	variations	and	stabilize	the	level	of
the	 third-order	 intermodulation	 components	 over	 the	 dynamic	 range.	 For	 example,	 an
increase	 in	RF	output	power	 causes	 the	 appropriate	 increase	 in	 the	dc	 collector	 current.
This	leads,	in	turn,	to	an	increase	in	the	dc	base	current	with	the	corresponding	increase	of
the	voltage	drop	across	 the	resistor	R	and	corresponding	decrease	 in	a	value	of	 the	base
bias	 voltage.	 To	 determine	 the	 value	 of	 R,	 it	 needs	 to	 set	 a	 goal	 for	 the	 level	 of	 the
intermodulation	components	at	both	high	and	low	output	power	levels.	Then,	the	value	of
R	can	be	calculated	according	to

where	Vb1	is	the	dc	voltage	at	low	power	level,	Vb2	is	the	dc	voltage	at	high	power	level,
Ib1	is	the	dc	base	current	at	low	power	level,	and	Ib2	is	the	dc	base	current	at	high	power
level.

In	practice,	the	level	of	n-order	intermodulation	component	is	usually	given	relative	to
the	peak	envelope	power	PPEP	calculated	from	two-tone	excitation	signal	measurements.



In	this	case,	the	waveform	of	the	signal	dissipated	in	the	load	will	be	significantly	different
from	 the	sine	wave	and	 the	 signal	voltage	can	be	written	 for	a	 two-tone	signal	of	equal
amplitudes	V1	=	V2	=	V	as

where	ω	=	(ω1	+	ω2)/2	is	the	center	RF	signal	frequency	and	Ω	=	(ω2	−	ω1)/2	is	the	low
intercarrier	frequency	or	pulse	envelope.

The	waveform	of	 such	 a	 two-tone	driving	 signal	with	 equal	 amplitudes	 is	 shown	 in
Fig.	6.32,	where	T	=	2π/Ω	is	the	period	of	envelope.	The	peak	envelope	power	PPEP	 that
corresponds	to	the	output	power	with	maximum	amplitude	2V	is	equal	to



FIGURE	6.32	Two-tone	driving	signal.

where	RL	is	the	load	resistance.	The	total	output	power	provided	by	each	sinusoidal	tone
of	a	two-tone	excitation	signal	with	equal	amplitudes	is

Comparing	Eqs.	(6.121)	and	(6.122)	yields

where	P	=	Pω1	=	Pω2.
If	the	output	amplitude	and/or	phase	of	the	two-	or	multitone	test	signal	are	affected	by

the	 tone	 difference,	 the	 power	 amplifier	 exhibits	 so-called	 memory	 effect.	 Memory	 is
caused	by	the	storage	of	energy	due	to	storage	elements	(capacitors	and	inductors)	that	has
to	be	charged	or	discharged.	Smooth	memory	effects	(usually	at	low	frequencies)	do	not
usually	affect	the	linearity	of	the	power	amplifier	itself.	A	phase	rotation	of	10	to	20°,	or
an	amplitude	change	of	 less	 than	0.5	dB,	as	a	 function	of	modulation	 frequency,	has	no
dramatic	effect	on	the	linearity	of	the	device.	There	are	two	memory	effects:	electrical	and
thermal.	Electrical	memory	effects	are	produced	by	nonconstant	node	impedances	within
different	 frequency	 ranges	 corresponding	 to	 the	 dc,	 fundamental,	 and	 its	 higher-order
harmonic	 components.	 Most	 of	 these	 effects	 are	 generated	 by	 frequency-dependent
envelope	 impedance,	 and	 those	 close	 to	 the	 dc	 are	 the	most	 harmful.	 Also,	 the	 greater
difference	between	the	tones,	the	more	effect	on	higher-frequency	tone	can	be	caused	by
the	device	transit	time.	Thermal	memory	effects	are	generated	by	the	junction	temperature,
which	 is	 modulated	 by	 the	 applied	 signal,	 and	 are	 much	 more	 prominent	 in	 a	 slow
envelope	sweep.

6.10	Push-Pull	and	Balanced	Power	Amplifiers
Generally,	 if	 it	 is	 necessary	 to	 increase	 an	overall	 output	 power	of	 the	power	 amplifier,
several	active	devices	can	be	used	in	parallel,	balanced,	or	push-pull	configurations.	In	a
parallel	configuration,	 the	active	devices	are	not	 isolated	from	each	other	 that	 requires	a
very	good	circuit	symmetry,	and	the	output	 impedance	becomes	too	small	 in	the	case	of
high	 output	 power.	 The	 latter	 drawback	 can	 be	 eliminated	 by	 using	 a	 push-pull
configuration,	which	provides	 increased	values	of	 the	 input	and	output	 impedances.	For
the	same	output	power	level,	the	input	impedance	Zin	and	output	impedance	Zout	under	a
push-pull	 operation	mode	 are	 approximately	 four	 times	 as	 high	 as	 that	 of	 in	 a	 parallel
connection	of	the	active	devices.	At	the	same	time,	the	loaded	quality	factors	of	the	input
and	output	matching	circuits	remain	unchanged	because	both	the	real	and	reactive	parts	of
these	impedances	are	increased	by	the	factor	of	four.	Very	good	circuit	symmetry	can	be
provided	using	balanced	active	devices	with	common	emitters	in	a	single	package.

6.10.1	Basic	Push-Pull	Configurations
The	 push-pull	 configuration	 is	 widely	 used	 in	 many	 power	 amplifiers	 designed	 for



different	frequency	ranges	and	with	different	output	power	levels.	For	the	first	time,	a	pair
of	vacuum	tubes	connected	in	a	push-pull	mode	was	described	by	Colpitts	yet	in	the	mid-
1910th	[56].	Such	a	connection	balances	out	the	even	harmonics	if	the	tube	characteristics
are	identical,	and	is	therefore	a	possible	means	of	reducing	distortions	[57].	However,	to
achieve	 this	 linearity	 improvement,	 the	 push-pull	 circuits	 require	 transformers	 at	 their
inputs	and	outputs.	In	a	push-pull	power	amplifier,	it	is	easy	to	eliminate	or	significantly
reduce	 the	 feedback	 current,	 if	 the	 neutralizing	 identical	 coupling	 networks	 (capacitors)
are	connected	crosswise,	between	the	output	of	one	vacuum	tube	and	the	input	of	the	other
vacuum	tube	[58].

The	basic	concept	of	a	push-pull	operation	can	be	analyzed	by	using	the	corresponding
circuit	schematic	shown	in	Fig.	6.33	[40].	It	is	most	convenient	to	consider	an	ideal	Class-
B	operation,	which	means	that	each	transistor	conducts	exactly	half	a	cycle	(or	180°)	with
zero	quiescent	current.	Let	us	also	assume	that	 the	number	of	 turns	of	both	primary	and
secondary	windings	of	the	output	transformer	T2	is	equal	(n1	=	n2),	and	that	the	collector
current	of	each	transistor	can	be	represented	in	the	following	half-sinusoidal	form:

for	the	first	transistor





FIGURE	6.33	Basic	concept	of	push-pull	operation.

for	the	second	transistor

where	Ic	is	the	output	current	amplitude.

Being	transformed	through	the	output	transformer	T2	with	the	appropriate	out-of-phase
conditions,	the	total	current	flowing	through	the	load	RL	is	obtained	as

The	 current	 flowing	 into	 the	 center	 tap	 of	 the	 primary	 windings	 of	 the	 output
transformer	T2	is	the	sum	of	the	collector	currents,	resulting	in

Ideally,	even-order	harmonics	being	in	phase	are	canceled	out	and	should	not	appear	at
the	load.	In	practice,	a	level	of	the	second-harmonic	component	of	30	to	40	dB	below	the
fundamental	 is	 allowable.	However,	 it	 is	 necessary	 to	 connect	 a	 bypass	 capacitor	 to	 the
center	 tap	of	 the	primary	winding	to	exclude	power	losses	due	to	even-order	harmonics.
The	current	iR(ωt)	produces	the	load	voltage	vR(ωt)	onto	the	load	RL	as

where	VR	is	the	load	voltage	amplitude.

The	total	dc	collector	current	is	defined	as	the	average	value	of	icc(ωt),	which	yields

For	 the	 ideal	 case	 of	 zero	 saturation	 voltage	 of	 both	 transistors	when	Vc	 =	Vcc	 and
taking	 into	account	 that	VR	=	Vc	 for	 equal	 turns	of	windings	when	n1	 =	n2,	 the	 total	dc
power	P0	and	fundamental-frequency	output	power	Pout	are	obtained	by

Consequently,	the	maximum	theoretical	collector	efficiency	that	can	be	achieved	in	a
push-pull	Class-B	operation	mode	is	equal	to

In	 a	 balanced	 circuit,	 identical	 sides	 carry	 180°	 out-of-phase	 signals	 of	 equal
amplitude.	 If	 perfect	 balance	 is	 maintained	 on	 both	 sides	 of	 the	 circuit,	 the	 difference
between	signal	amplitudes	becomes	equal	to	zero	in	each	midpoint	of	the	circuit,	as	shown
in	Fig.	6.34.	This	effect	is	called	the	virtual	grounding,	and	this	midpoint	line	is	referred	to
as	 the	 virtual	 ground.	 The	 virtual	 ground,	 being	 actually	 inside	 the	 device	 package,



reduces	 a	 common-mode	 inductance	 and	 results	 in	 better	 stability	 and	 usually	 higher
power	gain.

FIGURE	6.34	Basic	concept	of	balanced	transistor.

When	 a	 balanced	 transistor	 is	 used,	 new	 possibilities	 for	 both	 internal	 and	 external
impedance	matching	procedure	emerge.	For	 instance,	 for	 a	push-pull	operation	mode	of
two	 single-ended	 transistors,	 it	 is	 necessary	 to	 provide	 reliable	 grounding	 for	 input	 and
output	matching	 circuits	 for	 each	 device,	 as	 shown	 in	 Fig.	6.35(a).	 Using	 the	 balanced
transistors	simplifies	significantly	the	matching	circuit	topologies	with	the	series	inductors
and	parallel	capacitors	connected	between	amplifying	paths,	as	shown	in	Fig.	6.35(b),	and
dc-blocking	capacitors	are	not	needed.



FIGURE	6.35	Matching	techniques	for	single-ended	and	balanced	transistors.

For	a	push-pull	operation	of	the	power	amplifier	with	a	balanced	transistor,	 it	 is	also
necessary	to	provide	the	unbalanced-to-balanced	transformation	referenced	to	the	ground
both	at	the	input	and	at	the	output	of	the	power	amplifier.	The	most	suitable	approach	to



solve	this	problem	in	the	best	possible	manner	at	high	frequencies	and	microwaves	is	 to
use	 the	 transmission-line	 transformers,	 as	 shown	 in	 Fig.	 6.36.	 If	 the	 characteristic
impedance	 Z0	 of	 the	 coaxial	 transmission	 line	 is	 equal	 to	 the	 input	 impedance	 at	 the
unbalanced	 end	 of	 the	 transformer,	 the	 total	 impedance	 from	 both	 devices	 seen	 at	 the
balanced	 end	 of	 the	 transformer	 will	 be	 equal	 to	 the	 input	 impedance.	 Hence,	 such	 a
transmission-line	 transformer	 can	 be	 used	 as	 a	 1:1	 balanced-to-unbalanced	 transformer
(balun).	 If	Z0	=	50	Ω,	 for	 the	standard	 input	 impedance	of	50	Ω,	 the	 impedance	seen	at
each	balanced	part	is	equal	to	25	Ω,	which	then	is	necessary	to	match	with	the	appropriate
input	 impedance	 of	 each	 part	 of	 a	 balanced	 transistor.	 The	 input	 and	 output	 matching
circuits	can	easily	be	realized	by	using	the	series	microstrip	lines	with	parallel	capacitors.

FIGURE	6.36	Push-pull	power	amplifier	with	balanced-to-unbalanced	transformers.

The	 miniaturized	 compact	 input	 unbalanced-to-balanced	 transformer	 shown	 in	 Fig.
6.37	 covers	 the	 frequency	 bandwidth	 up	 to	 an	 octave	with	well-defined	 rejection-mode
impedances	[59].	To	avoid	the	parasitic	capacitance	between	the	outer	conductor	and	the
ground,	 the	 coaxial	 semirigid	 transformer	T1	 is	mounted	 atop	microstrip	 shorted	 stub	 l1
and	 soldered	 continuously	 along	 its	 length.	 The	 electrical	 length	 of	 this	 stub	 is	 usually
chosen	from	the	condition	of	θ	≤	π/	2	on	the	high	bandwidth	frequency	depending	on	the
matching	 requirements.	 To	 maintain	 circuit	 symmetry	 on	 the	 balanced	 side	 of	 the
transformer	 network,	 another	 semirigid	 coaxial	 section	 T2	 with	 an	 unconnected	 center
conductor	is	soldered	continuously	along	microstrip	shorted	stub	l2.	The	lengths	of	T2	and
l2	 are	 equal	 to	 the	 lengths	 of	T1	 and	 l1,	 respectively.	 Because	 the	 input	 short-circuited
microstrip	stubs	provide	inductive	impedances,	the	two	series	capacitors	C1	and	C2	of	the
same	value	are	used	for	matching	purposes,	thereby	forming	the	first	high-pass	matching
section	and	providing	dc	blocking	at	the	same	time.	The	practical	circuit	realization	of	the
output	matching	circuit	and	balanced-to-unbalanced	transformer	can	be	the	same	as	for	the
input	matching	circuit.



FIGURE	6.37	Push-pull	power	amplifier	with	compact	unbalanced-to-balanced
transformers.

6.10.2	Balanced	Power	Amplifiers
Balanced	amplifier	technique	using	the	quadrature	3-dB	couplers	for	power	dividing	and
combining	 represents	 an	 alternative	 approach	 to	 the	 push-pull	 operation.	 Figure	 6.38(a)
shows	the	basic	circuit	schematic	of	a	balanced	amplifier,	where	two	power	amplifier	units
of	the	same	performance	are	arranged	between	the	input	splitter	and	output	combiner,	each
having	a	90°	phase	difference	between	coupled	and	through	ports.	The	fourth	port	of	each
quadrature	coupler	must	be	terminated	with	a	ballast	resistor	Rbal,	which	is	equal	to	50	Ω
for	 a	 50-Ω	 system	 impedance.	 The	 input	 signal	 is	 split	 into	 two	 equal-amplitude
components	 by	 the	 first	 90°	 hybrid	 coupler	 with	 0	 and	 90°	 paths,	 then	 amplified,	 and
finally	 recombined	by	 the	 second	90°	hybrid	 coupler.	Because	of	 proper	 phase	 shifting,
both	signals	in	the	load	of	the	isolated	port	of	the	combiner	are	cancelled	out,	and	the	load
connected	at	the	output	port	of	the	combiner	sees	the	sum	of	these	two	signals.	The	theory
of	 balanced	 amplifiers	 has	 been	 given	 by	 Kurokawa	 when	 the	 operating	 frequency
bandwidth	over	1.2	octaves	can	be	obtained	with	single-section	distributed	quarterwave	3-



dB	directional	couplers	[60].



FIGURE	6.38	Schematics	of	balanced	power	amplifiers	with	quadrature	hybrid	couplers.

For	a	wide	frequency	range,	 the	main	advantages	of	 the	balanced	design	 include	 the
improved	input	and	output	impedance	matching,	gain	flatness,	intermodulation	distortion,
and	potential	design	simultaneously	for	minimum	noise	figure	and	good	input	match.	As
an	example,	a	four-stage	balanced	bipolar	amplifier	achieved	a	power	gain	of	20	±	0.5	dB
and	an	input	VSWR	 less	 than	1.2	across	 the	octave	frequency	bandwidth	from	0.8	to	1.6
GHz	 [61].	 By	 extending	 the	 wide	 operating	 frequency	 range	 to	 higher	 frequencies,	 an
output	power	of	around	23	dBm	with	gain	variations	close	 to	1	dB	over	4.5	 to	6.5	GHz
and	 8	 to	 12	 GHz	 was	 achieved	 for	 the	 balanced	 microstrip	 GaAs	 MESFET	 power
amplifiers	 [62,	 63].	 The	 balanced	 configuration	 has	 the	 distinct	 advantage	 that	 a	 low
VSWR	 can	 be	 maintained,	 even	 though	 the	 individual	 amplifier	 stages	 may	 be
mismatched.	 Besides,	 it	 provides	 a	 desirable	 feature	 that	 the	 signal	 level,	 at	 which
saturation	 is	 achieved,	 will	 be	 increased	 by	 3	 dB,	 thus	 improving	 the	 linearity
performance.	Furthermore,	 the	balanced	circuit	 technique	can	also	drastically	 reduce	 the
third-order	intermodulation	products	when	the	interfering	signal	enters	from	the	output	of
a	balanced	amplifier	for	collocated	transmitters	[64].

If	 the	 individual	 amplifiers	 with	 equal	 performance	 in	 the	 balanced	 pair	 are	 not
perfectly	matched	 at	 certain	 frequencies,	 a	 signal	 in	 the	 0°	 path	 of	 the	 coupler	 will	 be
reflected	from	the	corresponding	amplifier	and	a	signal	in	the	90°	path	of	the	coupler	will
be	similarly	reflected	from	the	other	amplifier.	The	reflected	signals	will	again	be	phased
with	 90	 and	 0°,	 respectively,	 and	 the	 total	 reflected	 power	 as	 a	 sum	 of	 the	 in-phase
reflected	signals	flows	into	the	isolated	port	and	dissipates	on	the	ballast	resistor	Rbal.	As	a
result,	 an	 input	 VSWR	 of	 the	 quadrature	 coupler	 does	 not	 depend	 on	 the	 equal	 load
mismatch	 level.	 This	 gives	 a	 constant	 well-defined	 load	 to	 the	 driver	 stage,	 improving
amplifier	 stability	 and	 driver	 power	 flatness	 across	 the	 operating	 frequency	 range.
Generally,	the	stability	factor	of	a	balanced	stage	can	be	an	order	of	magnitude	higher	than
its	 single-ended	 equivalent,	 depending	 on	 the	 VSWR	 and	 isolation	 of	 the	 quadrature
couplers.	If	one	of	the	amplifiers	fails	or	turned	off,	the	balanced	configuration	provides	a
gain	 reduction	 of	 −6	 dB	 only.	 Besides,	 the	 balanced	 structure	 provides	 ideally	 the
cancellation	in	the	load	of	the	third-order	products	such	as	2f1	+	f2,	2f2	+	 f1,	3f1,	3f2,	…,
and	 attenuation	 by	 3	 dB	 of	 the	 second-order	 products	 such	 as	 f1	 ±	 f2,	 2f1,	 2f2,	…	 In	 a
microstrip	 implementation	 for	 octave-band	 power	 amplifiers,	 one	 of	 the	 most	 popular
couplers	for	power	dividing	and	combining	is	a	3-dB	Lange	hybrid	coupler.

Figure	6.38(b)	shows	the	circuit	schematic	of	a	two-way	balanced	module	consisting
of	two	pairs	of	cascaded	balanced	amplifier	stages,	where	the	respective	output	powers	are
combined	 using	 simple	 two-element	 power	 combiners,	 which	 are	 composed	 of	 two
quarterwave	 transmission	 lines	 with	 different	 characteristic	 impedances	 [65].	 Based	 on
this	architecture	and	GaAs	MESFET	devices	with	the	gate	periphery	of	1	×	1000	μm2,	an
output	power	of	1	W	across	7.25-12	GHz	was	achieved.

To	combine	the	output	power	from	two	or	more	transistors	at	microwaves,	as	shown	in
Fig.	6.39	for	two	power	amplifiers	with	standard	50-Ω	input	and	output	impedances,	the
branch-line	 90°	microstrip-line	 hybrid	 combiners	 are	 the	most	 popular,	 In	 this	 case,	 the
characteristic	 impedances	 of	 the	 transverse	 branches	 should	 be	 of	 50	 Ω,	 whereas	 the
longitudinal	 branches	 must	 have	 the	 characteristic	 impedance	 of	 	 In



practice,	because	of	the	quarter-wavelength	transmission	line	requirements,	the	bandwidth
of	such	a	balanced	amplifier	based	on	two	quadrature	branch-line	hybrids	is	limited	to	10
to	20%.

FIGURE	6.39	Power	amplifier	topology	with	branch-line	hybrids.

To	simplify	the	matching	requirements	for	balanced	high-power	amplifiers	with	small
values	of	the	device	impedances,	the	quadrature	branch-line	90°	hybrids	with	impedance
transforming	property	can	be	used	[66].	Figure	6.40	shows	an	example	of	such	a	balanced
GaAs	MESFET	power	amplifier	with	an	output	power	of	18	W	and	a	power	gain	of	8.5
dB	at	1.7	GHz.	The	characteristic	impedances	of	all	quarter-wavelength	branch	lines	can
be	properly	calculated	by



FIGURE	6.40	Balanced	high-power	GaAs	MESFET	amplifier	with	branch-line	impedance-
transforming	hybrids.

Consequently,	 for	 a	 50-to-20	 Ω	 coupler,	 the	 characteristic	 impedances	 of	 the
corresponding	branch	 line	are	Z1	=	50	Ω,	Z2	=	22.4	Ω,	and	Z3	=	20	Ω.	 In	 this	 case,	 the
input	 and	 output	 matching	 circuits	 for	 each	 transistor	 can	 be	 simplified	 to	 the	 series
microstrip	line	with	characteristic	impedance	of	20	Ω	only,	where	lin	=	7.47	mm	and	lout	=
6.67	 mm	 for	 alumina	 substrate	 in	 this	 particular	 case,	 with	 a	 series	 capacitor	 for	 dc
blocking.

6.11	Bias	Circuits
The	simplest	way	to	provide	a	proper	dc	biasing	condition	for	a	power	MOSFET	device	in
Class-A	or	Class-AB	operation	is	to	use	the	potentiometer-type	voltage	divider	for	the	gate
bias	 and	 choke	 inductor	 in	 the	drain	 circuit,	 as	 shown	 in	Fig.	6.41(a).	 However,	 in	 this
case,	any	variations	of	 the	ambient	 temperature	or	bias	voltage	will	 lead	to	variations	of
quiescent	current	and,	as	a	result,	to	appropriate	variations	of	the	output	power,	linearity,



drain	 efficiency,	 and	 gain	 of	 the	 power	 amplifier.	 The	 threshold	 voltage	 Vth	 of	 the
MOSFET	 transistor	varies	with	 temperature	T	 linearly	with	 the	 approximate	velocity	 of
ΔVth	/ΔT	≅	−2	mV/°C.	However,	simple	adding	of	a	diode	(or	diode-connected	MOSFET)
in	 series	 to	 the	 variable	 resistor	 allows	 the	 quiescent	 current	 variation	 to	 be	 reduced
substantially	over	temperature.	A	bias	circuit	corresponding	to	this	stabilizing	condition	is
shown	in	Fig.	6.41(b).	For	a	high	value	of	Vth,	several	diodes	can	be	connected	in	series.
The	reason	to	use	such	a	simple	bias	circuit	for	power	MOSFET	biasing	is	that	its	dc	gate
current	is	being	equal	to	the	gate	leakage	current	only.



FIGURE	6.41	MOSFETs	with	simple	bias	circuits.

In	 contrast	 to	 MOSFET	 devices,	 where	 it	 can	 be	 possible	 to	 choose	 the	 optimum
operating	point	with	a	practically	zero	temperature	coefficient	or	 to	be	limited	to	just	an
additional	diode	only,	the	bipolar	transistors	require	the	more	complicated	approach	of	dc
biasing	depending	on	a	class	of	operation.	For	example,	in	a	Class-AB	operation,	the	bias
circuit	has	to	deliver	a	dc	voltage,	which	is	slightly	adjustable	approximately	within	limits
of	0.7	to	0.8	V	with	a	wide	range	of	the	current	values	to	stabilize	the	base	current	of	the
RF	bipolar	transistor.	Besides,	it	is	necessary	to	provide	an	operation	mode	of	the	power
amplifier	with	temperature	compensation	(collector	current	stabilization	over	temperature)
and	minimum	possible	reference	current	(dc	current	from	the	reference	dc	voltage	supply).
One	 of	 the	 simplest	 versions	 of	 such	 a	 bias	 circuit	 with	 silicon	 diode	 temperature
compensation	 is	 shown	 in	 Fig.	 6.42(a).	 In	 this	 bias	 circuit,	 each	 silicon	 diode	 can	 be
replaced	by	the	n-p-n	diode-connected	transistor,	 the	collector	and	the	base	of	which	are
directly	connected	between	each	other.



FIGURE	6.42	Typical	bipolar	Class-AB	bias	circuits.

A	better	 temperature-compensating	 result	can	be	achieved	using	 the	same	 transistors
for	 RF	 and	 dc	 paths,	 only	 with	 reduced	 area	 sizes	 for	 bias	 circuit	 devices.	 Such	 an
approach	is	usually	used	in	monolithic	integrated	circuit	design	when	transistor	cells	with
different	area	sizes	are	used	for	both	RF	power	device	and	bias	circuit	transistors.	Figure
6.42(b)	shows	the	temperature	and	supply-independent	bias	circuit,	which	is	composed	of
the	 current	 driving	 transistor	 Q4	 and	 the	 compensation	 circuit,	 including	 the	 diode-
connected	transistors	Q1	and	Q2,	compensating	transistor	Q3,	and	resistors	R1	and	R2	[67].
By	providing	the	same	values	for	R1	and	R2,	the	InGaP/GaAs	MMIC	power	amplifier	for



WCDMA	 applications	 provides	 the	 quiescent	 current	 variations	 of	 only	 6%	 for	 the
temperature	range	of	−30	to	90°C	and	8.5%	for	the	supply	voltage	range	of	2.9	to	3.1	V,
with	the	variations	of	the	power	gain	of	less	than	±0.8	dB	at	the	output	power	of	28	dBm.

Figure	 6.43	 shows	 a	 more	 complicated	 bias	 circuit	 commonly	 used	 for	 biasing	 the
high-power	 bipolar	 transistors	 to	 provide	 their	 temperature-stable	 and	 reliable	 operation
mode	[68].	The	 temperature	 stabilization	 is	provided	with	 the	parallel	connection	of	 the
base-emitter	 diode	 junction	 of	 the	 transistor	VT1,	 whereas	 high	 value	 of	 the	 bias	 drive
current	 for	 the	RF	power	 transistor	 is	delivered	by	 the	 transistor	VT2.	 If	 the	dc	collector
current	 of	 an	 RF	 power	 transistor	 is	 5	A	 and	 a	 value	 of	 its	 forward	 current	 gain	 βF	 is
approximately	equal	to	10,	the	maximum	base	current	of	the	RF	power	transistor	can	be
0.5	A.	In	this	bias	circuit,	the	resistor	R5	is	used	to	reduce	the	base	current	variations.	At
Vb	=	0.7	V,	the	value	of	R5	should	be	equal	to	0.7	V/15	mA	=	47	Ω	for	a	current	of	15	mA.
Suppose	 that	 a	 value	of	 the	 collector	 current	 of	VT1	 is	 30	mA.	As	 a	 result,	 if	 the	base-
emitter	junction	voltage	of	VT2	is	equal	to	0.8	V	with	a	voltage	across	the	resistor	R2	of	28
V	−	1.5	V	=	26.5	V,	its	value	is	26.5	V/30	mA	≅	820	Ω.	The	variable	resistor	R3	serves	to
adjust	the	output	voltage	in	limits	of	0.1	V.	To	limit	the	maximum	collector	current	of	VT2
by	a	value	of	0.5	A,	it	is	best	to	use	the	resistor	R4,	whose	maximum	value	is	26.5	V/0.5	A
=	53	Ω,	assuming	the	saturation	voltage	of	0.8	V	for	VT2.	It	is	sufficient	to	use	its	value	of
47	Ω	with	 a	 power	 dissipation	 of	 (0.5	A)2	 ×	 47	Ω	 =	 11.75	W.	 Such	 a	 bias	 circuit	 can
produce	the	parasitic	oscillations	near	1	MHz	with	highly	capacitive	loads.	Therefore,	to
prevent	these	oscillations,	it	is	necessary	to	connect	the	RC	circuit	between	the	collector	of
VT1	and	ground.



FIGURE	6.43	Typical	bipolar	Class-AB	bias	circuit	for	high-power	amplifier.

In	 most	 wireless	 communication	 systems,	 it	 is	 preferred	 that	 the	 power	 amplifier
operates	with	high	efficiency,	maintaining	an	acceptable	linearity	over	the	desired	supply
voltage	 and	 output	 power	 ranges.	 However,	 there	 is	 a	 tradeoff	 between	 efficiency	 and
linearity,	with	improvement	in	one	coming	at	the	expense	of	another.	This	means	that	it	is
necessary	to	provide	an	optimum	stable	fixed	or	adaptive	bias	point	over	wide	temperature
range	and	process	variations.	As	a	current-controlled	device,	 the	bipolar	transistor	in	RF
operation	requires	the	dc	base	driving	current,	whose	value	depends	on	the	output	power
and	 device	 parameters.	 Because	 technologically	 the	 bipolar	 device	 represents	 a	 parallel
connection	 of	 the	 basic	 cells,	 it	 is	 important	 to	 use	 the	 ballast	 series	 resistors	 to	 avoid
current	 imbalance	and	possible	device	collapse	at	higher	current-density	 levels.	Another
important	aspect	 is	 to	keep	the	dc	base-emitter	bias	point	constant	(or	properly	variable)
over	 any	 RF	 input	 power	 variations	 in	 order	 to	 prevent	 the	 linearity	 degradation	 at



maximum	 output	 power	 for	 power	 amplifiers	 with	 a	 variable	 envelope	 signal	 (such	 as
EDGE,	CDMA2000,	WCDMA,	or	LTE).

The	 typical	 temperature-compensation	 current	mirror	 bias	 circuit	with	 one	 reference
transistor	Q1	and	one	driving	transistor	Q2	is	shown	in	Fig.	6.44(a).	This	circuit	keeps	the
quiescent	current	for	 the	RF	device	Q0	 sufficiently	constant	over	 temperature	variations,
and	 the	 current	 flowing	 through	 resistor	R2	 is	 sufficiently	 small.	 It	 is	 very	 important	 to
provide	the	proper	ratio	between	ballast	resistors	R1	and	R0,	equal	to	the	reverse	ratio	of
the	 device	 areas	 Q0/Q1.	 This	 can	 minimize	 the	 overall	 performance	 variation	 with
temperature,	as	well	as	stabilize	the	dc	bias	point.	The	latter	case	is	very	important	for	the
variable-envelope	signals,	as	the	dc	bias	voltage	Vbe0	establishes	the	conduction	angle	and
operation	 class	 for	 the	 RF	 device.	 If	 the	 dc	 base-emitter	 bias	 voltage	 reduces	 with	 the
increase	 of	RF	 input	 power,	 the	Class-AB	operation	mode	 required	 for	 linear	 operation
changes	 to	 a	 Class-C	 mode	 corresponding	 to	 nonlinear	 operation	 with	 zero	 quiescent
current.





FIGURE	6.44	Bipolar	power	amplifier	stage	with	current	mirror	bias	circuit	and	its
performance.

Figure	6.44(b)	shows	the	dependence	of	 the	dc	base-emitter	bias	voltage	Vbe0	versus
input	power	Pin	for	the	second	stage	of	a	WCDMA	InGaP/GaAs	HBT	power	amplifier	for
three	 different	 cases,	 including	 two	 of	 them	with	 ballast	 resistor	R1	 =	 0	 (curve	 1)	 and
optimum	 ballast	 resistor	 R1	 (curve	 2).	 From	 Fig.	 6.44(b)	 it	 follows	 that	 including	 the
ballast	resistor	with	optimum	value	results	in	a	more	constant	base-emitter	dc	bias	voltage
over	a	wider	range	of	input	powers,	thus	improving	the	linearity	performance	of	the	power
amplifier	at	high	power	levels.	In	addition,	it	is	best	to	use	a	shunt	capacitor	C1	connected
to	the	base	terminal	of	the	device	Q1	to	form	a	low-pass	RC	filter,	which	provides	better
isolation	of	the	bias	circuit	from	RF	signal,	with	a	yet	more	constant	base-emitter	dc	bias
voltage	(curve	3).

Figure	 6.45	 shows	 the	 emitter-follower	 bias	 circuit	 that	 provides	 temperature
compensation	and	minimizing	 reference	current	 requirements	 [69].	The	emitter	 follower
bias	circuit	requires	only	several	 tens	of	microamperes	of	reference	current,	whereas	the
current-mirror	 bias	 circuit	 requires	 a	 few	 milliamperes	 of	 reference	 current.	 Both	 the
current-mirror	 and	 emitter-follower	 bias	 circuits	 have	 similar	 current-voltage	 behavior,
but,	for	the	same	circuit	parameters	(R0,	R1,	and	R2)	and	device	areas	for	Q0,	Q1,	and	Q2,
the	 emitter	 follower	 bias	 circuit	 is	 the	 less	 sensitive	 to	 the	 reference	 voltage	 variations
compared	with	a	current	mirror	bias	circuit.	Variations	of	the	collector	supply	voltage	Vcc
in	limits	of	3.0	to	5.0	V	have	no	effect	on	the	quiescent	current	set	by	the	reference	voltage
Vref.



FIGURE	6.45	Bipolar	power	amplifier	stage	with	emitter	follower	bias	circuit.

To	provide	an	efficient	linear	power	amplifier	operation	over	power	dynamic	range,	it
is	 necessary	 to	 minimize	 the	 quiescent	 current	 at	 backoff	 output	 powers,	 because
maximum	 of	 the	 power	 density	 function	 for	 CDMA2000	 or	 WCDMA	 standards	 with
nonconstant	envelope	typically	occurs	at	the	output	powers	of	about	25	to	30	dB	below	the
saturation	 output	 power.	 As	 a	 current-controlled	 device,	 the	 bipolar	 transistor	 at	 RF
operation	requires	the	dc	base	driving	current,	whose	value	depends	on	the	output	power
and	 device	 parameters.	Unlike	 the	 current	mirror	 and	 emitter	 follower	 bias	 circuits,	 the
adaptive	 bias	 circuit	 can	 control	 both	 the	 temperature	 performance	 and	 dc	 power
consumption	 as	 the	 output	 power	 varies	 by	 greatly	 improving	 a	 PAE	 when	 the	 output
power	 is	 low	 and	 maintaining	 a	 high	 linearity	 of	 the	 power	 amplifier	 when	 its	 output
power	is	high	[70].

Figure	6.46(a)	shows	the	schematic	of	the	adaptive	bias	circuit,	where	the	value	of	the



ballast	resistance	R1	is	properly	chosen	to	minimize	the	sensitivity	to	the	base	bias	current
variations	and	its	value	is	scaled	with	ballasting	resistor	R2	to	the	ratio	of	reverse	device
areas	Q2/Q1	 [71].	The	bypass	 capacitor	 is	 needed	 to	 isolate	 dc	bias	 circuit	 from	 the	RF
path.	Because	the	RF	transistor	Q1	 is	biased	 to	Class	AB	with	a	small	quiescent	current
and	 its	 collector	 current	 is	 a	 function	 of	 the	 input	 power,	 the	 collector	 current	 of	 the
current	mirror	device	Q2	increases	with	input	power.	This	increased	current	decreases	the
base	voltage	of	the	device	Q3,	 thus	decreasing	 its	collector	current.	Then,	 this	decreased
collector	current	increases	the	base	voltage	of	the	device	Q4	due	to	a	smaller	voltage	drop
across	the	resistor	R4,	forcing	its	emitter	current	and	the	collector	current	of	the	RF	device
Q1	 to	 increase.	 Thus,	 the	 quiescent	 current	 of	 the	 adaptive	 bias	 circuit	 is	 an	 increasing
function	of	 the	 input	power.	This	provides	high	quiescent	current	at	high	output	powers
when	high	linearity	with	tradeoff	efficiency	is	achieved	and	low	quiescent	current	at	low
output	powers	when	high	linearity	and	increased	efficiency	are	obtained.	As	an	example
shown	in	Fig.	6.46(b),	the	quiescent	current	Iq	varies	from	110	mA	at	a	maximum	Pout	=
33	dBm	to	12	mA	for	 low	output	powers.	The	minimum	value	of	a	quiescent	current	 is
defined	by	the	values	of	resistors	R4	and	R5.





FIGURE	6.46	Adaptive	bias	circuit	and	its	performance.

6.12	Practical	Aspect	of	RF	and	Microwave	Power
Amplifiers

The	 typical	hybrid	 topology	of	a	microwave	bipolar	or	GaAs	MESFET	power	amplifier
with	 the	 input	 and	 output	 matching	 circuit	 substrates	 and	 packaged	 transistor,	 usually
designed	for	a	Class-A	operation	mode,	is	shown	in	Fig.	6.47.	Here,	the	input	and	output
matching	 circuits	 are	 implemented	 as	 low-pass	 transmission-line	L-transformers,	where
electrical	 lengths	of	 the	microstrip	lines	(series	short-length	lines	and	open-circuit	stubs)
depend	on	the	transistor	input	and	output	impedances.	The	microstrip	open-circuit	stubs	l1
and	l4	 represent	 the	capacitive	matching	impedances,	 the	series	microstrip	lines	 l2	and	l3
provide	 the	 required	 inductive	 matching	 impedances,	 and	C1	 and	 C2	 are	 the	 blocking
capacitors.	The	 isolation	of	 the	bias	circuits	 from	signal	path	at	microwave	frequency	 is
usually	performed	using	the	quarterwave	microstrip	open-circuit	and	short-circuit	stubs	of
different	characteristic	impedances.

FIGURE	6.47	Typical	topology	of	microwave	power	amplifier.

The	circuit	schematic	of	a	microwave	linear	GaAs	MESFET	power	amplifier	designed
for	the	frequency	bandwidth	of	2.5	to	2.7	GHz	in	a	Class-AB	operation	mode	is	shown	in



Fig.	6.48.	To	match	the	device	input	and	output	inductive	impedances	Zin	=	(1.2	+	j20)	Ω
and	Zout	=	(4.2	+	j25)	Ω	measured	at	a	5-W	output	power	level	with	the	source	and	load
50-Ω	impedances,	respectively,	a	combination	of	the	microstrip	quarterwave	transformers
and	 low-pass	 lumped	 L-transformers	 was	 used.	 Instead	 of	 the	 open-circuit	 microstrip
stubs,	 the	 variable	 capacitances	 in	 limits	 of	 1	 to	 5	 pF	were	 used	 for	 accurate	matching
tuning.	A	series	RC	circuit	connected	in	parallel	to	the	drain	supply	improves	stability	of
operation	 by	 preventing	 parasitic	 oscillations	 at	 higher	 frequencies.	 To	 avoid	 the	 low-
frequency	 oscillations,	 it	 is	 necessary	 to	 use	 bypass	 capacitor	 with	 a	 sufficiently	 large
capacitance	in	parallel	to	the	power	supply.

FIGURE	6.48	Circuit	schematic	of	2.5	to	2.7	GHz	GaAs	MESFET	power	amplifier.

Figure	 6.49	 shows	 the	 equivalent	 matching	 circuit	 topology	 of	 a	 microwave	 GaAs
MESFET	power	amplifier	designed	for	S-band	application.	A	38.4-mm	gate	width	device
was	designed	to	achieve	an	output	power	of	20	W	in	a	frequency	bandwidth	of	3.0	to	3.5
GHz	with	a	7-dB	power	gain	and	a	PAE	of	34%	[72].	At	the	center	bandwidth	frequency,
resistance	of	approximately	0.2	Ω	connected	in	series	with	a	50-pF	capacitance	represents
the	input	device	impedance,	whereas	the	output	impedance	is	the	parallel	connection	of	a



2.5-Ω	 resistance	 and	 a	 9-pF	 capacitance.	 The	 input	 quarterwave	microstrip	 line	 with	 a
characteristic	impedance	of	12.5	Ω	provides	an	impedance	transformation	from	50	Ω	to	a
sufficiently	 small	 impedance	 of	 (12.5	 ×	 12.5/50)	 Ω	 =	 3.125	 Ω,	 and	 approximately	 the
same	 impedance	 transformation	 is	 provided	by	 the	 output	 impedance	matching.	For	 the
corresponding	 impedance	matching	with	 input	 and	 output	 device	 impedances,	 the	 low-
pass	T-type	 lumped	 transformers	 are	used	with	 shunt	 chip	 capacitors	 and	 series	 lumped
inductors	realized	by	gold	bondwires.

FIGURE	6.49	Circuit	schematic	of	3.0	to	3.5	GHz	GaAs	MESFET	power	amplifier.

Figure	6.50	shows	an	example	of	the	circuit	schematic	of	a	VHF	linear	bipolar	power
amplifier	 using	 both	 lumped	 elements	 and	 transmission	 lines	 for	 impedance	 matching.
This	power	amplifier	was	developed	to	transmit	the	composite	TV	video	and	audio	signal
in	a	Class-A	operation	mode	in	a	frequency	range	of	174	to	230	MHz	with	at	least	10-dB
power	gain	 and	a	30-W	peak	output	power.	The	 input	matching	circuit	 consists	of	both
lumped	elements	composing	a	 low-pass	π-transformer	and	microstrip	 lines	 implemented
on	FR-4	substrate	with	a	dielectric	permittivity	of	εr	=	4.7.	A	three-turn	air-core	inductor
realizes	 the	 lumped	 inductor	 L,	 which	 is	 a	 part	 of	 the	 first	 lumped	 low-pass	 π-type
matching	section	with	shunt	variable	capacitor.	The	output	matching	circuit	includes	a	1:2
coaxial	transformer	TL	with	the	characteristic	impedance	of	25	Ω	and	wavelength	of	λ/8	to
provide	a	final	1:4	impedance	matching,	from	12.5	to	50	Ω.



FIGURE	6.50	Bipolar	VHF	power	amplifier	for	TV	applications.

In	monolithic	microwave	applications,	it	is	possible	to	increase	the	output	power	of	the
amplifier	 by	 connecting	 several	 transistors	 in	 parallel.	 Figure	 6.51	 shows	 the	 circuit
schematic	of	 a	monolithic	5.5-GHz	power	amplifier,	where	 two	4-mm-gate-width	GaAs
MESFET	devices	are	used	to	provide	maximum	output	power	of	34	dBm	with	a	peak	PAE
of	40%	in	a	Class-B	operation	mode	[73].	The	input	matching	circuits	are	T-transformers
with	series	microstrip	lines	and	shunt	capacitor,	whereas	two	microstrip	lines	(parallel	and
series)	 provide	 output	matching	 for	 each	 transistor	 to	 compensate	 for	 the	 device	 output
reactance	 and	 to	 match	 real	 part	 of	 its	 output	 impedance	 with	 a	 load	 resistance,
respectively.



FIGURE	6.51	Circuit	schematic	of	monolithic	microwave	GaAs	MESFET	power	amplifier.

High-power	RF	amplifiers	with	operating	 frequencies	of	up	 to	several	GHz	are	very
often	 designed	 using	 a	 push-pull	 operation	 mode.	 For	 example,	 a	 high-power	 UHF



amplifier	shown	in	Fig.	6.52	using	PTF10120,	which	is	an	enhancement	mode	Ericsson’s
balanced	LDMOSFET	device,	provides	a	120-W	output	power	at	1-dB	small-signal	gain
compression	in	a	frequency	range	of	1.93	to	1.99	GHz	[74].	In	this	case,	a	power	gain	of
11	dB	with	a	drain	efficiency	of	about	40%	for	a	quiescent	current	of	600	mA	in	a	Class-
AB	operation	mode	was	achieved.	For	a	push-pull	operation	mode,	the	1:1	input	coaxial
transformer	 T1	 and	 1:1	 output	 coaxial	 transformer	 T2	 are	 used	 to	 provide	 the
corresponding	 unbalanced-to-balanced	 transformations.	 These	 baluns	 transform	 the
single-ended	 input	 into	 two	 signals	 of	 equal	 amplitudes	 and	 180°	 out	 of	 phase,	 and
perform	the	corresponding	opposite	function	at	the	output.	The	input	and	output	matching
networks	combine	distributed	and	lumped	elements	in	a	low-pass	configuration.

FIGURE	6.52	Circuit	schematic	of	high-power	UHF	LDMOSFET	push-pull	amplifier.

A	high-power	RF	push-pull	amplifier	can	be	designed	by	using	a	symmetrical	mirror-
image	 connected	 pair	 of	MOSFETs	with	 the	 same	 electrical	 characteristics.	 The	 circuit
schematic	 of	 such	 an	 amplifier	 with	 a	 300-W	 output	 power	 and	 75%	 efficiency	 at	 the
operating	 frequency	 of	 81.36	 MHz	 is	 shown	 in	 Fig.	 6.53	 [75].	 The	 input	 ferrite



transformer	 provides	 the	 2:1	 unbalanced-to-balanced	 transformation.	 Consequently,	 the
gate	impedance	of	each	transistor,	which	was	determined	to	be	(0.3	+	j2.75)	Ω,	should	be
matched	 to	 the	 6.25-Ω	 transformer	 secondary	 winding	 impedance.	 The	 input	 matching
circuit	 for	 each	 device	 represents	 a	 low-pass	 π-type	 section	 with	 shunt	 capacitors	 and
series	microstrip	line;	both	TL1	and	TL2	are	0.2	in	wide	(or	35	Ω)	and	1.80	in	long.	The
gates	of	both	MOSFETs	are	connected	to	ground	through	the	resistors	on	each	side	of	the
transformer	 secondary	 winding,	 although	 a	 single	 resistor	 at	 the	 secondary	 center	 tap
would	 work	 as	 well.	 To	 match	 the	 output	 device	 impedance	 of	 (9.14	 −	 j12.6)	 Ω	 with
output	 coaxial	 transformer	 impedance	 of	 25	 Ω,	 it	 is	 sufficient	 to	 use	 a	 simple	 L-type
matching	section	with	a	series	inductor	and	a	shunt	tuning	capacitor.



FIGURE	6.53	Circuit	schematic	of	300-W	VHF	MOSFET	power	amplifier.

The	MMIC	power	 amplifiers	 are	designed	using	 foundry	design	kits	 for	both	 active
and	passive	 components	 because	 they	 are	 located	on	 the	 same	 substrate.	 In	 conjunction
with	circuit	 simulations,	electromagnetic	simulations	can	also	be	done	 for	some	specific
sections	of	the	input,	interstage,	and	output	matching	networks.	Figure	6.54(a)	shows	the
circuit	schematic	of	an	MMIC	driver	amplifier	implemented	in	a	2-μm	GaInP/GaAs	HBT
technology	 [76].	 Here,	 to	 provide	 an	 amplifier	 unconditional	 stability	 from	 300	 MHz
upward,	 parallel	RC	 networks	 are	 used,	 each	 connected	 in	 series	with	 the	 device	 base.
Matching	networks	were	implemented	with	a	combination	of	the	lumped	LC	sections	and
distributed	 microstrip	 structures.	 The	 final-stage	 two	 device	 cells	 with	 stabilization
(RS2//CS2)	and	prematching	(CP2)	networks	at	their	inputs	and	matching	circuit	sections	at
their	outputs	are	combined	both	by	the	corresponding	microstrip	T-junction,	operating	as	a
splitter	 at	 the	 input	 and	 as	 a	 combiner	 at	 the	 output,	 respectively.	 The	 collector	 bias
network	of	the	final	stage	is	represented	by	a	high-impedance	quarterwave	microstrip	line,
which	 provides	 the	 collector	 current	 symmetrically	 to	 both	 HBTs.	 In	 each	 base	 bias
network,	an	integrated	series	resistor	(RS1	or	RS2)	is	included,	which	is	required	to	obtain
(in	conjunction	with	the	integrated	emitter	ballast	resistors)	the	stabilization	of	the	device
bias	point	in	the	specified	temperature	variation	range.	Moreover,	the	optimum	choice	of
the	 base	 bias	 resistor	 is	 important	 also	 for	 the	 high-frequency	 gain	 compression
characteristic	of	the	device.	All	devices	are	biased	in	a	Class	AB	with	optimized	quiescent
currents	for	each	stage.	As	a	result,	the	driver	amplifier	with	a	die	size	of	1.8	×	3.4	mm2

shown	in	Fig.	6.54(b)	exhibits	a	power	gain	of	about	20	dB,	a	PAE	higher	than	50%,	and
an	output	power	of	about	29	dBm	at	1-dB	compression	point	in	a	frequency	bandwidth	of
9.3	to	10.5	GHz.	At	higher	gain	compression,	the	driver	amplifier	can	deliver	more	than	1-
W	output	power	with	a	PAE	of	about	57%.





FIGURE	6.54	Schematic	and	photo	of	two-stage	X-band	MMIC	driver	amplifier.	(Courtesy
of	DEI-University	of	Bologna	and	CNR-IEIIT.)
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CHAPTER	7



H

High-Efficiency	Power	Amplifiers

igh	efficiency	of	the	power	amplifier	can	be	obtained	by	using	overdriven	Class-B,
Class-F,	or	Class-E	operation	modes	and	their	subclasses,	depending	on	the	technical

requirements.	 In	 all	 cases,	 an	 efficiency	 improvement	 in	 practical	 implementation	 is
achieved	 by	 providing	 the	 nonlinear	 operation	 conditions	 when	 an	 active	 device	 can
simultaneously	 operate	 in	 pinch-off,	 active,	 and	 saturation	 regions,	 resulting	 in	 the
nonsinusoidal	 collector	 current	 and	 voltage	 waveforms,	 symmetrical	 for	 Class-F	 and
asymmetrical	 for	 Class-E	 operation	 modes.	 In	 Class-F	 power	 amplifiers	 analyzed	 in	 a
frequency	 domain,	 the	 fundamental-frequency	 and	 harmonic	 load	 impedances	 are
optimized	by	short-circuit	termination	and	open-circuit	peaking	to	control	the	voltage	and
current	waveforms	at	the	device	output	in	order	to	obtain	maximum	efficiency.	In	Class-E
power	 amplifiers	 analyzed	 in	 a	 time	domain,	 an	 efficiency	 improvement	 is	 achieved	by
realizing	the	on/off	active	device	switching	operation	(the	pinch-off	and	saturation	modes)
with	special	current	and	voltage	waveforms	so	that	high	voltage	and	high	current	do	not
concur	at	the	same	time.

7.1	Overdriven	Class	B
An	improvement	in	both	collector	efficiency	and	output	power	described	by	conventional
Class-B	 considerations	 can	 be	 realized	 if	 the	 load	 impedance	 at	 the	 fundamental	 and
harmonically	related	frequencies	presented	to	the	device	output	of	a	tuned	power	amplifier
stage	are	appropriately	selected.	In	this	case,	a	theoretical	collector	efficiency	of	100%	at
1.27	times	the	conventional	value	of	output	power	designed	in	a	Class-B	mode	is	possible.
Furthermore,	 if	 the	power	amplifier	 is	overdriven	when	the	RF	drive	is	 increased	by	5.2
dB,	the	different	load	impedance	can	be	derived	so	that	1.46	times	the	conventional	value
of	output	power	can	be	achieved	with	88%	collector	efficiency	[1].

Figure	 7.1	 shows	 the	 idealized	 overdriven	 Class-B	 collector	 current	 and	 voltage
waveforms.	In	this	case,	both	voltage	and	current	waveform	amplitudes	are	increased,	but
their	truncated	peak	values	remain	the	same	as	in	a	conventional	Class	B	and	are	equal	to
the	value	of	 the	 supply	voltage	Vcc	 and	 current	peak	value	 Imax,	 respectively.	A	Fourier
analysis	 of	 the	 current	 and	 voltage	waveforms	 as	 functions	 of	 the	 angular	 parameter	θ1
gives	the	following	values	of	the	voltage	and	current	components:



FIGURE	7.1	Overdriven	Class-B	collector	current	and	voltage	waveforms.

for	the	dc	voltage	component,

for	the	fundamental	voltage	component,

for	the	odd	voltage	components	(n	=	3,	5,	…),

for	the	dc	current	component,

for	the	fundamental-current	component,

for	the	odd-current	components,



with	zero	voltage	and	current	components	for	even	n	(n	=	2,	4,	…).

The	 output	 power	 at	 the	 fundamental	 frequency	P1	 =	V1I1/2	 can	 be	 calculated	 as	 a
function	of	the	angular	parameter	θ1	by

The	dc	power	P0	=	V0I0	is	also	a	function	of	the	angular	parameter	θ1,	so	that

and	the	out-of-band	impedances	are	defined	as

where	RL	is	the	load	resistance.	Consequently,	the	total	power	is	delivered	to	the	load	not
only	 at	 the	 fundamental	 (as	 in	 a	 conventional	 Class-B	 operation)	 but	 also	 at	 the	 odd-
harmonic	frequency	components.

As	a	result,	from	Eq.	(7.7)	for	the	fundamental	output	power	and	from	Eq.	(7.8)	for	the
dc	power,	the	collector	efficiency	η	can	be	written	as

For	 the	 extreme	 case	 of	 the	 rectangular	 voltage	 and	 current	 waveforms	 when	 θ1
approaches	zero,	the	collector	efficiency	η	approaches

This	 value	 is	 higher	 than	 in	 a	 conventional	 Class-B	 operation	 with	 a	 maximum
collector	efficiency	η	=	78.5%,	as	 follows	from	Eq.	 (7.11)	when	θ1	=	90°.	However,	by
analyzing	Eq.	(7.11)	as	a	function	of	θ1	on	extremum,	the	maximum	value	of	the	collector
efficiency	in	an	overdriven	Class-B	operation	mode	can	be	increased	up	to	88.6%	when	θ1
=	32.4°.

To	evaluate	the	power-added	efficiency	(PAE),	it	is	necessary	to	calculate	the	effective
operating	power	gain	GPeff	in	an	overdriven	operation.	If	it	is	assumed	that	the	overdriven
effect	 is	 absent,	 from	Fig.	7.1	 (dashed	 curves)	 it	 follows	 that	 in	 a	 conventional	Class-B
mode	 both	 the	 current	 and	 voltage	 amplitudes	 are	 k	 times	 larger	 than	 these	 in	 an
overdriven	Class-B	mode,	where	k	=	1/sinθ1.	Consequently,	for	the	same	input	power	Pin,
the	fundamental	output	power	in	the	conventional	Class-B	mode	(P1)	will	be	larger	than



that	in	the	overdriven	mode	(P1e)	by	k2	times.	Besides,	the	effective	operating	power	gain
GPeff	will	be	smaller	than	that	without	overdriven	effect	(GP),	which	is	defined	as

Then,	the	PAE	as	a	function	of	the	angular	parameter	θ1	can	be	calculated	by

Figure	 7.2	 shows	 the	 dependences	 of	 the	 power-added	 efficiencies	 versus	 θ1	 for
different	values	of	GP,	where	a	PAE	of	77.2%	in	an	overdriven	mode	is	achieved	with	an
optimum	angular	parameter	θ1	of	51.4°	for	a	typical	value	of	GP	=	12	dB	in	a	conventional
Class-B	operation	mode.	However,	in	this	case	it	is	necessary	to	consider	an	excess	of	the
voltage	 collector	 amplitude	V1	 by	 k	 =	 1.28	 times	 over	 the	 dc	 supply	 voltage	Vcc.	 The
efficiency	of	a	power	amplifier	can	be	maximized	if	the	active	device	is	operated	ideally
as	a	switch	to	provide	nearly	zero	voltage	and	high	current	conditions	when	the	transistor
is	turned	on.



FIGURE	7.2	Power-added	efficiencies	for	different	values	of	power	gain.

To	 further	 increase	 the	 efficiency	 in	 an	 overdriven	 Class-B	 operation	 mode,	 it	 is
advisable	 to	 set	 a	 value	 of	 the	 angular	 parameter	 θ1	 to	 90°,	 which	 provides	 a	 half-
sinusoidal	collector	current	waveform,	and	to	approach	θ1	to	zero	for	the	collector	voltage
waveform,	 as	 shown	 in	 Fig.	 7.3.	 In	 the	 extreme	 case	 of	 θ1	 =	 0,	 the	 collector	 voltage
approaches	a	rectangular	waveform.



FIGURE	7.3	Optimum-efficiency	Class-B	collector	current	and	voltage	waveforms.

7.2	Class-F	Circuit	Design
The	 practical	 possibility	 of	 improving	 efficiency	 by	 approximating	 the	 anode	 voltage
waveform	to	square	wave	to	minimize	the	value	of	the	saturation	voltage	compared	to	the
supply	voltage	over	half	an	entire	interval	of	0	≤	ωt	≤	2π	was	discussed	in	the	early	1920s.
As	a	potential	solution,	it	was	proposed	to	use	the	load	network	with	a	third-harmonic	trap
in	series	to	the	anode,	as	shown	in	Fig.	7.4(a)	[2,	3].	However,	the	effect	of	the	inclusion
of	a	third-harmonic	resonator	was	described	and	analyzed	in	detail	only	1.5	decades	later
[4,	 5].	 It	 was	 shown	 that	 the	 symmetrical	 anode	 voltage	 waveform	 and	 level	 of	 its
depression	 can	 be	 provided	 with	 opposite	 phase	 conditions	 at	 the	 waveform	midpoints
between	the	fundamental	and	third	harmonic	and	optimum	value	of	the	ratio	between	their
voltage	 amplitudes.	 In	 addition,	 it	 was	 noted	 that	 high	 operation	 efficiency	 can	 be
achieved	even	when	impedance	of	the	third-harmonic	resonator	is	equal	or	slightly	greater
than	 that	of	 the	fundamental	 tank.	To	maximize	efficiency	of	 the	vacuum-tube	amplifier
with	better	approximating	a	square	voltage	anode	waveform,	it	was	also	suggested	to	use
an	additional	resonator	tuned	to	the	fifth	harmonic,	as	shown	in	Fig.	7.4(b)	[6].





FIGURE	7.4	Fourier	voltage	and	current	waveforms	with	third	and	second	harmonics.

Figure	 7.5	 shows	 that	 the	 shapes	 of	 the	 voltage	 and	 current	 waveforms	 can	 be
significantly	changed	with	increasing	fundamental	voltage	amplitude	by	adding	even	one
additional	harmonic	component	being	properly	phased.	For	example,	 the	combination	of
the	 fundamental-frequency	 and	 third-harmonic	 components	 being	 180°	 out-of-phase	 at
center	 points	 results	 in	 a	 flattened	 voltage	waveform	with	 depression	 in	 its	 center.	 It	 is
clearly	 seen	 from	 Fig.	 7.5(a)	 that	 the	 proper	 ratio	 between	 the	 amplitudes	 of	 the
fundamental	and	third-harmonic	components	can	provide	the	flattened	voltage	waveform
with	 minimum	 depression	 and	 maximum	 difference	 between	 its	 peak	 amplitude	 and
amplitude	of	the	fundamental	component.	Similarly,	the	combination	of	the	fundamental-
frequency	and	second-harmonic	components,	being	in	phase	at	the	center	points,	flattens
the	current	waveform	corresponding	to	the	maximum	values	of	the	voltage	waveform	and
sharpens	 the	 current	 waveform	 corresponding	 to	 the	 minimum	 values	 of	 the	 voltage
waveform,	 as	 shown	 in	 Fig.	 7.5(b).	 The	 optimum	 ratio	 between	 the	 amplitudes	 of	 the
current	 fundamental-frequency	 and	 second-harmonic	 components	 can	maximize	 a	 peak
value	 of	 the	 current	 waveform,	 with	 its	 minimized	 value	 determined	 by	 the	 device
saturation	resistance	in	a	practical	circuit.	Thus,	power	loss	due	to	the	active	device	can	be
minimized	because	 the	results	of	 the	 integration	over	period	when	the	minimum	voltage
corresponds	 to	 the	maximum	 current	will	 give	 a	 small	 value	 compared	with	 the	 power
delivered	to	the	load.



FIGURE	7.5	Biharmonic	and	polyharmonic	power	amplifiers.

7.2.1	Idealized	Class-F	Mode
Generally,	an	infinite	number	of	the	odd-harmonic	tank	resonators	can	maintain	a	square
collector	 voltage	 waveform,	 also	 providing	 a	 half-sinusoidal	 current	 waveform.	 Figure
7.6(a)	 shows	 such	 a	 Class-F	 power	 amplifier	 with	 a	 multiple-resonator	 output	 filter	 to
control	 the	 harmonic	 content	 of	 its	 collector	 (anode	 or	 drain)	 voltage	 and	 current
waveforms,	thereby	shaping	them	to	reduce	dissipation	and	to	increase	efficiency	[7].



FIGURE	7.6	Basic	circuits	of	Class-F	power	amplifier	with	parallel	resonant	circuits.

To	simplify	an	analysis	of	a	Class-F	power	amplifier,	whose	simple	equivalent	circuit
is	shown	in	Fig.	7.6(b),	the	following	several	assumptions	are	introduced:

•			Transistor	has	zero	saturation	voltage,	zero	saturation	resistance,	and	infinite
off-resistance,	and	its	switching	action	is	instantaneous	and	lossless.

•			RF	choke	allows	only	a	dc	current	and	has	no	resistance.

•			Quality	factors	of	all	parallel	resonant	circuits	have	infinite	impedance	at	the
corresponding	harmonic	and	zero	impedance	at	other	harmonics.

•			There	are	no	losses	in	the	circuit	except	only	into	the	load	RL.

•			Operation	mode	with	a	50%	duty	ratio.

To	determine	the	idealized	collector	voltage	and	current	waveforms,	let	us	consider	the
distribution	 of	 voltages	 and	 currents	 in	 the	 load	 network,	 assuming	 the	 sinusoidal
fundamental	current	flowing	into	the	load	as	iR(ωt)	=	IRsin(ωt),	where	IR	is	its	amplitude.
The	voltage	v(ωt)	across	the	switch	can	be	represented	as	a	sum	of	the	dc	voltage	Vcc,	the
fundamental	 voltage	vR	 =	 iRRL	 across	 the	 load	 resistor,	 and	 the	 voltage	 vodd	 across	 the



odd-harmonic	resonators,

Because	the	time	moment	 t	was	chosen	arbitrarily,	by	introducing	a	phase	shift	of	π,
Eq.	(7.15)	can	be	rewritten	for	periodical	sinusoidal	functions	as

Then,	the	summation	of	Eqs.	(7.15)	and	(7.16)	yields

From	Eq.	 (7.17),	 it	 follows	 that	 the	maximum	value	 of	 the	 collector	 voltage	 cannot
exceed	 a	 value	 of	 2Vcc,	 and	 the	 time	 duration	 with	 a	 maximum	 voltage	 of	 v	 =	 2Vcc
coincides	with	the	time	duration	with	a	minimum	voltage	of	v	=	0.	Because	the	collector
voltage	is	zero	when	the	switch	is	turned	off,	the	only	possible	waveform	for	the	collector
voltage	 is	 a	 square	 wave,	 composing	 of	 only	 dc,	 fundamental-frequency,	 and	 odd-
harmonic	components.

During	the	interval	0	<	ωt	≤	π	when	the	switch	is	turned	off,	the	current	i(ωt)	flowing
through	the	switch	can	be	written	as

whereas	during	the	interval	π	<	ωt	≤	2π	when	the	switch	is	turned	on,	the	current	i(ωt	+	π)
is	equal	to	zero,	resulting	in

Then,	by	substituting	Eq.	(7.19)	into	Eq.	(7.18),	we	can	rewrite	Eq.	(7.18)	as

from	which	it	follows	that	the	amplitude	of	the	current	flowing	through	the	switch	during
the	interval	0	<	ωt	≤	π	is	two	times	greater	than	the	amplitude	of	the	fundamental	current.
Thus,	in	a	general	case	of	entire	interval,	Eq.	(7.18)	can	be	rewritten	as

which	means	that	the	switch	current	represents	half-sinusoidal	pulses	with	the	amplitude
equal	to	double-load	current	amplitude.

Consequently,	for	a	purely	sinusoidal	current	flowing	into	the	load,	which	is	shown	in
Fig.	7.7(a),	 the	 ideal	collector	voltage	and	current	waveforms	can	be	 represented	by	 the
appropriate	normalized	waveforms	shown	in	Fig.	7.7(b)	and	7.7(c),	 respectively.	Here,	a
sum	of	the	fundamental	and	odd	harmonics	approximates	a	square	voltage	waveform	and
a	 sum	 of	 the	 fundamental	 and	 even	 harmonics	 approximates	 a	 half-sinusoidal	 collector
current	waveform.	As	a	result,	the	shapes	of	the	collector	current	and	voltage	waveforms
provide	a	condition	when	the	current	and	voltage	do	not	overlap	simultaneously.	Such	a
condition,	with	 symmetrical	 collector	voltage	and	current	waveforms,	 corresponds	 to	an
idealized	Class-F	operation	mode	with	100%	collector	efficiency.





FIGURE	7.7	Ideal	waveforms	of	Class-F	power	amplifier.

A	 Fourier	 analysis	 of	 the	 current	 and	 voltage	 waveforms	 allows	 us	 to	 obtain	 the
following	 equations	 for	 the	 dc	 current	 and	 the	 fundamental	 voltage	 and	 current
components	in	the	collector	voltage	and	current	waveforms:

The	dc	current	I0	can	be	calculated	from	Eq.	(7.21)	as

The	fundamental	current	component	can	be	calculated	from	Eq.	(7.21)	as

The	fundamental	voltage	component	can	be	calculated	using	Eq.	(7.17)	as

where	VR	=	IRRL	is	the	fundamental	voltage	amplitude	across	the	load	resistor	RL.

Then,	the	dc	power	and	output	power	at	the	fundamental	frequency	are	calculated	by

respectively,	resulting	in	a	theoretical	collector	efficiency	with	maximum	value	of

In	 this	 case,	 the	 impedance	 conditions	 seen	 by	 the	 device	 collector	 for	 an	 idealized
Class-F	mode	must	be	equal	to

which	are	similar	to	that	derived	from	the	limiting	case	of	the	optimum	efficiency	Class-B
mode	[1].

7.2.2	Class	F	with	Maximally	Flat	Waveforms
Although	it	is	impossible	to	realize	the	ideal	harmonic	impedance	conditions	in	practical
implementation,	the	peaking	of	at	least	several	current	and	voltage	harmonic	components
can	be	provided	to	achieve	a	high	operation	efficiency	of	the	power	amplifier.	The	more
the	 voltage	waveform	 provided	 by	 higher-order	 harmonic	 components	 can	 be	 flattened,
the	less	power	dissipation	due	to	flowing	of	the	output	current	(when	the	output	voltage	is



extremely	 small)	 occurs.	 To	 understand	 the	 basic	 design	 principles	 and	 to	 numerically
calculate	 the	 power	 amplifier	 efficiency	 according	 to	 the	 contribution	 of	 an	 appropriate
number	of	the	harmonic	components	of	voltage	and	current	waveforms,	it	is	convenient	to
use	a	design	technique	based	on	a	Class-F	approximation	with	maximally	flat	waveforms
[8].	 In	 this	 case,	 the	 load	 network	 is	 assumed	 ideal	 to	 deliver	 only	 the	 fundamental-
frequency	 power	 to	 the	 load	 without	 loss.	 The	 active	 device	 represents	 an	 ideal
multiharmonic	 current	 source	 with	 zero	 saturation	 voltage	 and	 output	 capacitance	 for
providing	instant	switching	between	saturation	and	pinch-off	operation	regions.	Flattening
of	the	voltage	and	current	waveforms	to	realize	a	Class-F	operation	can	be	accomplished
by	using	odd-harmonic	components	 to	approximate	a	 rectangular	voltage	waveform	and
even-harmonic	components	to	approximate	a	half-sinusoidal	current	waveform	given	by

For	the	symmetrical	flattened	voltage	waveforms	shown	in	Fig.	7.8,	the	medium	points
where	 the	voltage	waveform	reaches	 its	maximum	and	minimum	values	 are	 at	ωt	=	π/2
and	ωt	 =	 3π/2,	 respectively.	Maximum	 flatness	 at	minimum	 voltage	 requires	 the	 even-
order	derivatives	 to	be	zero	at	ωt	=	3π/2.	As	 the	odd-order	derivatives	are	equal	 to	zero
because	cos(nπ/2)	=	0	for	odd	n,	it	is	necessary	to	define	the	even-order	derivatives	of	the
voltage	waveform	given	by	Eq.	(7.31).





FIGURE	7.8	Voltage	waveforms	for	nth-harmonic	peaking.

For	 the	 third-harmonic	 peaking	 when	 only	 the	 third-harmonic	 component	 together
with	the	fundamental	one	is	present,	their	optimum	amplitudes	are	defined	as

The	 voltage	 waveforms	 for	 the	 third-harmonic	 peaking	 (n	 =	 1,	 3),	 fifth-harmonic
peaking	(n	=	1,	3,	5),	and	seventh-harmonic	peaking	(n	=	1,	3,	5,	7)	are	shown	in	Fig.	7.8.

For	 the	symmetrical	current	waveforms	shown	in	Fig.	7.9,	 the	medium	points	where
the	current	waveform	reaches	its	minimum	and	maximum	values	are	at	ωt	=	π/2	and	ωt	=
3π/2,	respectively.	As	the	odd-order	derivatives	are	equal	to	zero	because	cos(π/2)	=	0	and
sin(nπ/2)	 =	 0	 for	 even	 n,	 it	 is	 sufficient	 to	 determine	 the	 even-order	 derivatives	 of	 the
current	waveform	given	by	Eq.	(7.32).	Maximum	flatness	at	minimum	current	requires	the
even-order	derivatives	to	be	zero	at	ωt	=	π/2.





FIGURE	7.9	Current	waveforms	for	nth-harmonic	peaking.

For	the	second-harmonic	peaking	when	only	the	second-harmonic	component	together
with	the	fundamental	one	is	present,	their	optimum	amplitudes	are	defined	by

The	current	waveforms	for	 the	second-harmonic	peaking	(n	=	1,	2),	 fourth-harmonic
peaking	(n	=	1,	2,	4),	and	sixth-harmonic	peaking	(n	=	1,	2,	4,	6)	are	shown	in	Fig.	7.9.

The	effectiveness	of	the	operations	modes	with	different	voltage	and	current	harmonic
peaking	 can	 be	 compared	 by	 calculating	 the	 collector	 (drain)	 efficiency	 η	 of	 each
operation	mode	according	to

The	 resultant	 efficiencies	 for	 various	 combinations	 of	 the	 voltage	 and	 current
harmonic	 components	 are	given	 in	Table	7.1,	which	 shows	 that	 the	 efficiency	 increases
with	an	increase	in	the	number	of	voltage	and	current	harmonic	components.	To	increase
efficiency,	 it	 is	 more	 desirable	 to	 provide	 harmonic	 peaking	 in	 consecutive	 numerical
order	(both	for	voltage	and	current	harmonic	components)	than	to	increase	the	number	of
the	 harmonic	 components	 into	 only	 voltage	 or	 current	 waveforms.	 Class-F	 operation
becomes	mostly	 effective	 in	 comparison	with	Class-B	operation	 if	 at	 least	 third-voltage
harmonic	peaking	and	fourth-current	harmonic	peaking	are	realized.	An	inclusion	of	fifth-
voltage	harmonic	component	increases	the	efficiency	to	83.3%.	An	additional	inclusion	of
sixth-current	 harmonic	 component	 into	 the	 current	 waveform	 and	 a	 seventh-voltage
harmonic	component	into	the	voltage	waveform	leads	to	efficiencies	up	to	94%.



TABLE	7.1	Resultant	Efficiencies	for	Various	Combinations	of	Voltage	and	Current	Harmonic	Components

7.2.3	Class	F	with	Quarterwave	Transmission	Line
Ideally,	 a	 control	 of	 an	 infinite	 number	 of	 the	 harmonics	maintaining	 a	 square	 voltage
waveform	and	a	half-sinusoidal	current	waveform	at	the	device	output	can	be	provided	by
using	 a	 serious	 quarterwave	 transmission	 line	 and	 a	 parallel-tuned	 resonant	 circuit,	 as
shown	in	Fig.	7.10.	This	 type	of	a	Class-F	power	amplifier	was	 initially	proposed	 to	be
used	at	higher	frequencies,	where	implementation	of	the	load	networks	with	only	lumped
elements	 is	 difficult	 and	 the	 parasitic	 device	 output	 (lead	 or	 package)	 inductor	 is
sufficiently	small	[9].	In	this	case,	 the	quarterwave	transmission	line	transforms	the	load
impedance	according	to



FIGURE	7.10	Class-F	power	amplifier	with	series	quarterwave	transmission	line.

where	Z0	 is	 the	characteristic	 impedance	of	a	 transmission	line.	For	even	harmonics,	 the
short	circuit	on	the	 load	side	of	 the	 transmission	line	 is	repeated,	 thus	producing	a	short
circuit	at	the	drain.	However,	the	short	circuit	at	the	load	produces	an	open	circuit	at	the
drain	for	odd	harmonics	with	resistive	load	at	the	fundamental.

Generally,	 at	 low	 drive	 level,	 the	 active	 device	 acts	 as	 a	 current	 source	 (voltage-
controlled	in	the	case	of	the	MOSFETs	or	MESFETs	and	current-controlled	in	the	case	of
bipolar	transistors).	As	input	drive	increases,	the	active	device	enters	saturation	resulting
in	a	harmonic-generation	process.	Because	the	quarterwave	transmission	line	presents	the
high	 impedance	 conditions	 to	 all	 odd	 harmonics,	 all	 odd	 harmonics	 provide	 a	 proper
contribution	 to	 the	output	voltage	waveform.	As	a	 result,	 at	high	drive	 level,	 the	output
voltage	waveform	becomes	a	complete	square	wave	and	the	active	device	is	saturated	for
a	full	half-cycle.	In	this	case,	the	transistor	acts	as	a	switch	rather	than	a	saturating	current
source.

An	alternative	configuration	of	the	Class-F	power	amplifier	with	a	shunt	transmission
line	 located	 in	 between	 the	 dc	 power	 supply	 and	 the	 device	 collector	 is	 shown	 in	 Fig.
7.11(a).	In	this	case,	there	is	no	need	to	use	an	RF	choke	and	a	series-blocking	capacitor
because	 a	 series-fundamentally	 tuned	 resonant	L0C0	 circuit	 is	 used	 instead	 of	 a	 parallel
fundamentally	tuned	resonant	circuit.	However,	unlike	the	case	with	a	series	quarterwave
transmission	 line,	 such	 a	 Class-F	 load-network	 configuration	 with	 a	 shunt	 quarterwave
transmission	 line	 does	 not	 provide	 an	 impedance	 transformation.	 Therefore,	 the	 load



resistance	 R,	 which	 is	 equal	 to	 the	 equivalent	 active	 device	 output	 resistance	 at	 the
fundamental	frequency,	must	then	be	transformed	to	the	standard	load	resistance	RL.	Let
us	 now	 derive	 analytically	 some	 basic	 fundamental	 properties	 of	 a	 quarterwave
transmission	 line.	 The	 transmission	 line	 in	 the	 time	 domain	 can	 be	 represented	 as	 an
element	with	 finite	 delay	 time	 depending	 on	 its	 electrical	 length.	Consider	 a	 simplified
load	network	of	 the	Class-F	power	amplifier	 shown	 in	Fig.	7.11(b),	which	 consists	 of	 a
parallel	quarterwave	transmission	line	grounded	at	the	end	through	power	supply,	a	series
fundamentally	 tuned	 L0C0	 circuit,	 and	 a	 load	 resistance	 R.	 In	 an	 idealized	 case,	 the
intrinsic	 device	 output	 capacitance	 is	 assumed	 to	 be	 negligible	 to	 affect	 the	 power
amplifier	RF	performance.	The	loaded	quality	factor	QL	of	the	series	resonant	L0C0	circuit
is	high	enough	to	provide	the	sinusoidal	output	current	iR	flowing	into	the	load	R.





FIGURE	7.11	Class-F	power	amplifier	with	shunt	quarterwave	transmission	line.

To	define	the	collector	voltage	and	current	waveforms,	consider	the	electrical	behavior
of	 a	 homogeneous	 lossless	 quarterwave	 transmission	 line	 connected	 to	 the	 dc	 voltage
supply	with	RF	grounding	[10].	In	this	case,	the	voltage	v(t,	x)	in	any	cross	section	of	such
a	transmission	line	can	be	represented	as	a	sum	of	the	incident	voltage	vinc(ωt	–	2πx/λ)	and
the	reflected	voltage	vrefl(ωt	+2πx/λ),	generally	with	an	arbitrary	waveform.	When	x	=	0,
the	voltage	v(t,	x)	is	equal	to	the	collector	voltage,

At	the	same	time,	at	another	end	of	the	transmission	line	when	x	=	λ/4,	the	voltage	is
constant	and	equal	to

Because	 the	 time	moment	 t	was	 chosen	 arbitrarily,	 let	 us	 rewrite	Eq.	 (7.38)	 using	 a
phase	shift	of	π/2	for	each	voltage	by

Substituting	Eq.	(7.39)	into	Eq.	(7.37)	yields

Consequently,	for	the	phase	shift	of	π,	the	collector	voltage	can	be	obtained	by

For	an	idealized	operation	condition	with	a	50%	duty	ratio	(or	cycle)	when	during	half
a	period	the	transistor	is	turned	on	and	during	another	half	a	period	the	transistor	is	turned
off	with	overall	period	of	2π,	the	voltage	vrefl(ωt)	can	be	considered	the	periodical	function
with	a	period	of	2π,

As	a	result,	the	summation	of	Eqs.	(7.40)	and	(7.41)	results	in	the	basic	expression	for
collector	voltage	in	the	form

From	Eq.	(7.43),	which	is	similar	to	Eq.	(7.17),	it	follows	that	the	maximum	value	of
the	collector	voltage	cannot	exceed	a	value	of	2Vcc	and	the	time	duration	with	maximum
voltage	of	v	=	2Vcc	coincides	with	the	time	duration	with	minimum	voltage	of	v	=	0.

Similarly,	 the	 equation	 for	 the	 current	 iT	 flowing	 into	 the	 quarterwave	 transmission
line	can	be	obtained	by

which	means	that	the	period	of	a	signal	flowing	into	the	quarterwave	transmission	line	is
equal	 to	 π	 because	 it	 contains	 only	 even	 harmonics,	 because	 a	 shorted	 quarterwave
transmission	line	has	an	infinite	impedance	at	odd	harmonics	at	its	input.

Let	the	transistor	operate	as	an	ideal	switch	when	it	is	turned	on	during	the	interval	0	<



ωt	 ≤	 π	 where	 v	 =	 0	 and	 turned	 off	 during	 the	 interval	 π	 <	 ωt	 ≤	 2π	 where	 v	 =	 2Vcc,
according	to	Eq.	(7.43).	During	the	interval	π	<	ωt	≤	2π	when	the	switch	is	turned	off,	the
load	is	directly	connected	to	the	transmission	line	and	iT	=	−iR	=	−IR	sinωt.	Consequently,
during	the	interval	0	<	ωt	≤	π	when	the	switch	is	turned	on,	iT	=	IR	sinωt	according	to	Eq.
(7.44).	Hence,	the	current	flowing	into	the	quarterwave	transmission	line	at	any	ωt	can	be
represented	by

where	IR	is	the	amplitude	of	current	flowing	into	the	load.

Because	the	collector	current	is	defined	as	i	=	iT	+	iR,	then

which	means	that	the	collector	current	represents	half-sinusoidal	pulses	with	the	amplitude
equal	to	double-load	current	amplitude.

Consequently,	for	a	purely	sinusoidal	current	flowing	into	the	load	due	to	the	infinite
loaded	quality	factor	of	the	series	fundamentally	tuned	L0C0	circuit	shown	in	Fig.	7.7(a),
the	ideal	collector	voltage	and	current	waveforms	can	be	represented	by	the	corresponding
normalized	 square	 and	 half-sinusoidal	 waveforms	 shown	 in	 Figs.	 7.7(b)	 and	 7.7(c),
respectively,	where	 I0	 is	 the	 dc	 current.	Here,	 a	 sum	 of	 odd	 harmonics	 approximates	 a
square	voltage	waveform,	and	a	sum	of	the	fundamental	and	even	harmonics	approximates
a	 half-sinusoidal	 collector	 current	 waveform.	 The	 waveform	 corresponding	 to	 the
normalized	 current	 flowing	 into	 the	 quarterwave	 transmission	 line	 shown	 in	 Fig.	 7.12
represents	a	sum	of	even	harmonics.	As	a	 result,	 the	shapes	of	 the	collector	current	and
voltage	 waveforms	 provide	 a	 condition	 where	 the	 current	 and	 voltage	 do	 not	 overlap
simultaneously.



FIGURE	7.12	Ideal	current	waveform	in	quarterwave	transmission	line.

7.2.4	Effect	of	Saturation	Resistance
It	is	useful	to	analytically	estimate	the	effect	of	a	saturation	(or	on-resistance)	rsat	 that	 is
not	 equal	 to	 zero	 in	 a	 real	 transistor,	 and	 transistor	 therefore	dissipates	 some	amount	of
power	due	 to	 the	collector	current	 flowing	 through	 this	 resistance	when	 the	 transistor	 is
turned	 on.	 The	 simplified	 equivalent	 circuit	 of	 a	 Class-F	 power	 amplifier	 with	 a
quarterwave	 transmission	 line	 where	 the	 transistor	 is	 represented	 by	 a	 nonideal	 switch
with	 the	 saturation	 resistance	 rsat	 and	 parasitic	 output	 capacitance	Cout	 is	 shown	 in	Fig.
7.13.	During	the	interval	0	<	ωt	≤	π	when	the	switch	is	turned	on,	the	saturation	voltage
vsat	due	to	the	current	i(ωt)	flowing	through	the	switch	can	be	written	as

FIGURE	7.13	Effect	of	parasitic	on-resistance	and	shunt	capacitance.

where,	by	per	Eq.	(7.24),	the	saturation	voltage	amplitude	Vsat	can	be	obtained	by

The	 corresponding	 collector	 current	 and	 voltage	waveforms	 are	 shown	 in	Fig.	 7.14,
where	the	half-sinusoidal	current	flowing	through	the	saturation	resistance	rsat	causes	the
deviation	 of	 the	 voltage	 waveform	 from	 the	 ideal	 square	 waveform.	 In	 this	 case,	 the
bottom	part	of	 the	voltage	waveform	becomes	sinusoidal	with	 the	amplitude	Vsat	during
the	interval	0	<	ωt	≤	π.	From	Eq.	(7.43),	it	follows	that	the	same	sinusoidal	behavior	will
correspond	to	the	top	part	of	the	voltage	waveform	during	the	interval	π	<	ωt	≤	2π.



FIGURE	7.14	Idealized	collector	current	and	voltage	waveforms	with	nonzero	on-



resistance.

The	power	losses	and	collector	efficiency	due	to	presence	of	the	saturation	resistance
rsat	can	be	evaluated	using	Eqs.	(7.20),	(7.22),	and	(7.24)	as

Hence,	the	collector	efficiency	can	be	calculated	from

In	practice,	 the	 idealized	collector	voltage	and	current	waveforms	can	be	 realized	at
low	frequencies	when	the	effect	of	the	device	output	capacitance	is	negligible.	At	higher
frequencies,	the	effect	of	the	output	capacitance	contributes	to	a	nonzero	switching	time,
resulting	in	time	periods	when	the	collector	voltage	and	collector	current	exist	at	the	same
time	when	simultaneously	v	>	0	and	i	>	0.	Consequently,	such	a	load	network	with	shunt
capacitance	 cannot	 provide	 the	 switchmode	 operation	 with	 an	 instantaneous	 transition
from	the	device	pinch-off	 to	saturation	mode.	Therefore,	during	a	nonzero	time	interval,
the	device	operates	in	the	active	region	as	a	nonlinear	current	source.

7.2.5	Load	Networks	with	Lumped	and	Distributed
Parameters

Theoretical	 results	 show	 that	 the	proper	control	of	only	second	and	 third	harmonics	can
significantly	 increase	 the	 collector	 efficiency	 of	 the	 power	 amplifier	 by	 flattening	 the
output	voltage	waveform.	Because	practical	 realization	of	a	multielement	high-order	LC
resonant	 circuit	 can	 cause	 a	 serious	 implementation	 problem,	 especially	 at	 higher
frequencies,	 it	 is	 sufficient	 to	 be	 confined	 to	 a	 three-	 or	 four-element	 resonant	 circuit
composing	the	load	network	of	the	power	amplifier.	In	addition,	it	is	necessary	to	take	into
account	that,	in	practice,	the	combined	extrinsic	and	intrinsic	transistor	output	capacitance
has	a	substantial	effect	on	the	efficiency.	The	device	output	capacitance	Cout	can	represent
the	collector	capacitance	Cc	 in	 the	case	of	 the	bipolar	 transistor	or	 the	sum	of	 the	drain-
source	capacitance	and	gate-drain	capacitance,	Cds	+	Cgd,	in	the	case	of	the	FET	device.

For	 a	 lumped-circuit	 power	 amplifier,	 a	 special	 three-element	 load	 network	 can	 be
used	 to	 approximate	 the	 ideal	 Class-F	 mode	 by	 providing	 both	 high	 impedance	 at	 the
fundamental	 and	 third	 harmonics	 and	 zero	 impedance	 at	 the	 second	 harmonic	 at	 the
collector	 (or	 drain)	 by	 compensating	 for	 the	 influence	 of	Cout.	 Examples	 of	 such	 load
networks	 with	 additional	 parallel	 and	 series	 resonant	 circuits	 located	 between	 the	 dc
power	supply	and	device	output	are	shown	in	Fig.	7.15	[12,	13].	Here,	the	output	circuit	of
the	 active	 device	 is	 represented	 by	 a	 multiharmonic	 current	 source,	 and	 Rout	 is	 the
equivalent	 output	 resistance	 at	 the	 fundamental	 frequency	 defined	 as	 a	 ratio	 of	 the
fundamental	 voltage	 at	 the	 device	 output	 to	 the	 fundamental	 current	 flowing	 into	 the



device.





FIGURE	7.15	Load	networks	with	parallel	and	series	resonant	circuits.

The	reactive	part	of	the	output	admittance	(or	susceptance)	Bnet	=	Im(Ynet)	of	the	load
network	with	a	parallel	resonant	tank	shown	in	Fig.	7.15(b),	 including	 the	device	output
capacitance	Cout,	can	be	written	as

By	applying	 three-harmonic	 impedance	 conditions	 at	 the	device	 collector	 (or	drain),
open-circuited	for	the	fundamental	and	third	harmonic	when	Bnet(ω0)	=	Bnet(3ω0)	=	0	and
short-circuited	 for	 the	 second	 harmonic	 when	 Bnet(2ω0)	 =	 ∞,	 the	 parameters	 of	 this
impedance-peaking	load	network	can	be	derived	as

where	the	sum	of	the	reactance	of	the	parallel	resonant	tank,	consisting	of	an	inductor	L2
and	 a	 capacitor	C2,	 and	 an	 inductor	L1	 create	 resonances	 at	 the	 fundamental	 and	 third-
harmonics,	whereas	 the	 series	 capacitive	 reactance	 of	 the	 tank	 circuit	 in	 series	with	 the
inductance	L1	 creates	 a	 short-circuit	 series	 resonance	 condition	 at	 the	 second-harmonic
component	[12,	13].

Applying	 the	 same	 conditions	 for	 the	 load	 network	 with	 a	 series	 resonant	 circuit
shown	in	Fig.	7.15(c)	results	in	the	ratios	between	elements	given	by

where	an	inductance	L2	and	a	capacitance	C2	create	a	short-circuit	condition	at	the	second
harmonic,	and	all	elements	create	the	parallel-resonant	tanks	for	the	fundamental	and	third
harmonics	[14].

To	determine	the	transfer	performance	of	the	impedance-peaking	load	network	in	the
frequency	domain,	 it	 is	 best	 to	 represent	 such	 a	 load	network	 as	 shown	 in	Fig.	7.15(a),
then	 to	 simulate	 the	 small-signal	 S-parameters,	 and	 finally	 plot	 a	 magnitude	 of	 S21	 in
decibels	over	wide	frequency	range.	As	an	example,	the	frequency-response	characteristic
of	the	load	network	with	a	parallel	resonant	circuit,	whose	parameters	are	calculated	based
on	the	fundamental	frequency	f0	=	500	MHz,	is	shown	in	Fig.	7.16.	In	this	case,	the	load-
network	parameters	are	Cout	=	2.2	pF,Rout	=	200	Ω,	C2	=	5.3	pF,	L1	=	7.7	nH,	and	L2	=
12.8	 nH	 with	 an	 inductor	 quality	 factor	Qind	 =	 20.	 It	 should	 be	 noted	 that	 the	 power
amplifier	efficiency	can	be	even	higher	if	the	first	element	of	the	output	matching	circuit
adjacent	 to	 the	 transistor	 output	 is	 in	 series	 and	 inductive	 to	 provide	 high-impedance
conditions	at	higher-order	harmonics.



FIGURE	7.16	Frequency	response	of	load	network	with	parallel	resonant	circuit.

As	a	first	approximation	for	comparison	between	different	operation	modes,	the	output
device	resistance	Rout	at	the	fundamental	frequency	required	to	realize	a	Class-F	operation
mode	 with	 third-harmonic	 peaking	 can	 be	 estimated	 as	 the	 equivalent	 resistance
determined	 at	 the	 fundamental	 frequency	 for	 an	 ideal	Class-F	 operation	 and	written	 as	

	 where	V1	 and	 I1	 are	 the	 fundamental-frequency	 voltage	 and	 current
amplitudes	at	the	device	output,	respectively.	For	the	same	supply	voltage	Vcc	and	output
power	P1	at	the	fundamental,	assuming	zero	saturation	voltage	and	using	Eq.	(7.28)	yield

where	 	is	the	output	resistance	at	the	fundamental	in	an	ideal	Class-B	mode.

The	 ideal	 Class-F	 power	 amplifier	 with	 all	 even-harmonic	 short-circuit	 termination
and	third-harmonic	peaking	achieves	a	maximum	drain	efficiency	of	88.4%	[8].	Such	an
operation	mode	can	be	very	conveniently	 realized	by	using	 the	 transmission	 lines	 in	 the
load	network.	The	impedance-peaking	load-network	topology	of	such	a	transmission-line



power	amplifier	is	shown	in	Fig.	7.17	[12,	13].

FIGURE	7.17	Transmission-line	impedance-peaking	circuit.

In	this	case,	a	quarterwave	transmission	line	TL1	located	between	the	dc	power	supply
and	 the	 drain	 terminal	 provides	 short-circuit	 termination	 for	 even	 harmonics.	 The
electrical	length	θ3	of	an	open-circuit	stub	TL3	 is	chosen	to	have	a	quarter	wavelength	at
the	 third-harmonic	component	 to	 realize	 short-circuit	 condition	at	 the	 right-hand	side	of
the	 series	 transmission	 line	TL2,	whose	 electrical	 length	θ2	 should	 provide	 an	 inductive
reactance	to	resonate	with	the	device	output	capacitance	Cout	at	the	third	harmonic.	As	a
result,	the	electrical	lengths	of	the	transmission	lines	at	the	fundamental	frequency	can	be
obtained	as

where	Z0	is	the	characteristic	impedance	of	the	series	transmission	line	TL2	and	ω0	is	the



fundamental	 radian	frequency.	Figure	7.18	 shows	an	example	of	 the	 frequency-response
characteristic	 of	 the	 microstrip	 impedance-peaking	 load	 network,	 assuming	 an	 alumina
substrate	 for	microstrip	 lines,	with	 the	 device	 output	 resistance	Rout	 =	 50	Ω	 and	 output
capacitance	Cout	=	2.2	pF	and	the	characteristic	impedance	of	microstrip	lines	Z0	=	50	Ω
and	 its	 electrical	 length	θ2	=	15°.	From	Fig.	7.18,	 it	 follows	 that,	 for	 the	 corresponding
short-circuit	conditions	for	all	even	harmonics	and	third-harmonic	peaking,	an	additional
output	 impedance	matching	circuit	 to	compensate	 for	 the	 reactive	part	 and	 to	match	 the
real	 part	 of	 the	 device	 output	 impedance	 at	 the	 fundamental	 with	 the	 standard	 load
impedance	of	50	Ω	at	the	fundamental	frequency	f0	=	500	MHz,	or	this	matching	can	be
achieved	 by	 optimizing	 the	 characteristic	 impedances	 of	 the	 series	 microstrip	 line	 and
open-circuit	stub.

FIGURE	7.18	Frequency	response	of	microstrip	impedance-peaking	load	network.

7.2.6	Design	Examples	of	Class-F	Power	Amplifiers
The	 effectiveness	 of	 the	 Class-F	 load-network	 design	 technique	 can	 be	 demonstrated



based	on	the	example	of	high-power	LDMOSFET	amplifiers.	The	small-signal	equivalent
circuit	of	the	LDMOSFET	cell	with	a	gate	length	of	1.25	μm	and	a	gate	width	of	1.44	mm
is	 shown	 in	 Fig.	 7.19(a).	 The	 device	 model	 parameters	 were	 extracted	 from	 pulsed
current-voltage	(I−V)	and	small-signal	S-parameter	measurements.	The	parameters	of	 the
small-signal	device	equivalent	circuit	are	given	for	Class	AB	with	a	quiescent	current	Iq	=
15	 mA	 at	 a	 supply	 voltage	 Vdd	 =	 28	 V.	 The	 measured	 and	 modeled	 output	 Ids-Vds
characteristics	 of	 the	 high-power	 device	 with	 a	 total	 gate	 width	 of	 28	 ×	 1.44	 mm	 are
shown	in	Fig.	7.19(b)	 [15].	Based	on	 these	characteristics,	 it	 is	 easy	 to	 choose	 the	peak
drain	 current,	 which	 allows	 us	 to	 maximize	 the	 drain	 efficiency	 by	 minimizing	 the
saturation	voltage.	For	example,	choosing	a	peak	current	of	3.5	A	results	in	a	dc	current	of
approximately	3.5/π	≈	1.1	A,	according	to	Eqs.	(7.20)	and	(7.22),	that	leads	to	a	saturation
voltage	 of	 about	 4	 V	 only.	 As	 a	 result,	 the	 maximum	 drain	 efficiency	 of	 about	 80%
providing	a	delivery	of	the	output	power	of	more	than	20	W	into	the	load	can	be	achieved
using	a	supply	voltage	of	24	V.





FIGURE	7.19	Small-signal	LDMOSFET	equivalent	circuit	and	output	I-V	curves.

The	 circuit	 schematic	 of	 the	 simulated	 500-MHz	 single-stage	 lumped	 LDMOSFET
power	amplifier	is	shown	in	Fig.	7.20,	where	its	load	network	corresponds	to	that	shown
in	Fig.	7.15(b)	and	their	parameters	are	calculated	from	Eq.	(7.52).	In	this	particular	case,
the	total	gate	width	of	a	high-voltage	LDMOSFET	device	is	7	×	1.44	mm	to	achieve	8	W
of	output	power.	The	drain	efficiency	and	power	gain	of	the	power	amplifier	versus	input
power	Pin	 for	 the	case	of	 ideal	 inductors	 are	given	 in	Fig.	7.21(a).	 The	 drain	 efficiency
over	75%	(curve	2)	is	obtained	due	to	a	short-circuit	condition	at	the	second	harmonic	and
open-circuit	 condition	 at	 the	 third	 harmonic.	Generally,	 it	 is	 important	 to	 provide	 high-
impedance	 conditions	 at	 higher-order	 harmonics	 that	 can	 be	 readily	 done	 by	 using	 an
output	 matching	 circuit	 with	 the	 series	 inductor	 as	 a	 first	 element.	 This	 shortens	 the
switching	time	from	pinch-off	region	to	voltage-saturation	region	by	better	approximating
the	idealized	drain	voltage	square	waveform,	as	shown	in	Fig.	7.21(c).



FIGURE	7.20	Simulated	lumped	LDMOSFET	Class-F	power	amplifier.





FIGURE	7.21	Drain	efficiency,	power	gain,	and	voltage	waveform.

As	follows	from	Eq.	(7.31)	for	a	symmetrical	voltage	waveform,	the	initial	phases	for
the	fundamental-frequency	and	higher-order	harmonics	should	be	equal,	which	is	easy	to
realize	by	short-	and	open-circuit	conditions.	However,	according	to	Eq.	(7.32)	for	a	half-
sinusoidal	current	waveform,	the	phases	for	any	higher-order	harmonic	component	should
differ	 from	 the	 phase	 for	 the	 fundamental	 frequency	 by	 90°.	 This	 condition	 is	 easily
realized	in	a	Class-B	load	network,	where	the	fundamental	component	of	the	drain	voltage
is	in	phase	with	the	fundamental	component	of	the	drain	current,	but,	for	all	higher-order
current	 harmonics,	 the	 impedance	 of	 the	 resonant	 circuit	will	 be	 capacitive	 because	 the
drain	current	harmonics	mostly	flow	through	the	shunt	capacitor.	Therefore,	the	accurate
harmonic	phasing	 is	very	 important	 to	 improve	effectiveness	of	a	Class-F	 load	network.
The	amplifier	drain	efficiency	and	power	gain	will	be	significantly	reduced	if	the	values	of
the	quality	 factor	 of	 the	 load-network	 inductors	 are	 sufficiently	 small.	 For	 example,	 the
maximum	 value	 of	 the	 drain	 efficiency	 can	 reach	 only	 71%	 when	 an	 inductor	 quality
factor	at	the	fundamental	frequency	is	Qind	=	30,	as	shown	in	Fig.	7.21(b).

Therefore,	 it	 is	 preferred	 at	 high	 power	 level	 to	 use	 the	 load	 networks	 that	 use
microstrip	lines.	Figure	7.22	shows	the	equivalent	circuit	of	a	simulated	500-MHz	single-
stage	 microstrip	 LDMOSFET	 power	 amplifier	 using	 an	 active	 device	 with	 the	 same
geometry.	The	input	and	output	matching	circuits	represent	a	T-type	matching	circuit	each,
consisting	of	a	series	microstrip	line,	a	parallel	open-circuit	stub,	and	a	series	capacitor.	To
provide	even-harmonic	short-circuit	termination	and	third-harmonic	peaking	for	a	Class-F
mode,	an	RF	grounded	quarter-wavelength	microstrip	line	and	a	combination	of	the	series
short-length	 microstrip	 line	 and	 open-circuit	 stub	 with	 electrical	 length	 of	 30°	 at	 the
fundamental	 frequency	 are	 used.	 Such	 an	 output	 circuit	 configuration	 approximates	 the
square	 drain	 voltage	 waveform	 with	 a	 good	 accuracy,	 as	 shown	 in	 Fig.	 7.23(a),	 and
provides	the	drain	efficiency	over	75%	with	a	maximum	output	power	of	8	W,	as	shown	in
Fig.	 7.23(b).	 The	 resulting	 smaller	 value	 of	 the	 drain	 efficiency	 compared	 to	 the
theoretically	achievable	one	can	be	explained	by	the	non-optimized	impedances	at	higher-
order	 harmonics	 since,	 unlike	 a	 lumped	 inductor,	 the	 transmission	 line	 exhibits	 an
equidistant	 impedance	performance	 in	 the	frequency	domain	with	consecutive	poles	and
zeros	at	the	characteristic	frequencies.	This	means	that	using	a	simple	T-type	transmission-
line	transformer	does	not	provide	high	impedance	conditions	at	all	higher-order	harmonics
simultaneously.



FIGURE	7.22	Simulated	microstrip	LDMOSFET	Class-F	power	amplifier.





FIGURE	7.23	Drain	voltage	waveform,	efficiency,	and	power	gain.

Figure	 7.24	 shows	 the	 circuit	 schematic	 of	 a	 2-GHz	microstrip	 GaN	HEMT	 power
operating	in	a	Class-F	mode	[16].	The	GaN	HEMT	device	on	a	SiC	substrate	used	in	this
power	 amplifier	 was	 provided	 by	 Cree	 having	 a	 3.6-mm	 gate	 periphery	 and	maximum
operating	frequency	of	about	40	GHz.	Both	input	and	output	matching	networks	terminate
the	 second,	 third,	 and	 fourth	 harmonics	 and	 some	 of	 the	 higher-order	 even	 harmonics
using	the	quarterwave	transmission	lines.	The	device	output	impedance	at	the	fundamental
of	 70	 Ω	was	 chosen	 for	 the	 design	 as	 it	 was	 a	 good	 tradeoff	 of	 efficiency	 and	 output
power.	In	this	case,	the	load	network	provides	the	impedance	matching	at	the	fundamental
and	the	corresponding	Class-F	harmonic	control	at	the	second,	third,	and	fourth	harmonics
simultaneously.	The	fundamental	matching	was	provided	by	choosing	the	optimum	value
of	the	characteristic	impedances	Z2	and	Z3.	Tuning	the	output	matching	network	including
the	device	output	capacitance	resulted	in	a	very	high	third-harmonic	impedance	of	about
400	Ω,	whereas	the	impedances	at	the	second	and	fourth	harmonics	were	about	0.5	and	0.7
Ω,	 respectively.	 Note	 that	 high	 impedance	 at	 the	 fundamental	 with	 corresponding	 high
supply	voltage	was	chosen	to	minimize	the	effect	of	 the	parasitic	bondwire	and	package
inductors	 in	order	 to	provide	 the	near	 short-circuit	Class-F	conditions	at	 the	 second	and
higher-order	 even	 harmonics,	 whose	 effect	 becomes	 significant	 at	 higher	 operating
frequencies.	An	input	matching	network	was	designed	to	provide	a	second-harmonic	short
by	using	a	quarterwave	transmission	line	close	to	the	gate	and	conjugate	matching	at	the
fundamental.	Two	shunt	RC	networks	at	 the	 input	were	added	to	provide	 the	stability	of
operation.	As	a	result,	the	power	amplifier	achieved	the	maximum	drain	efficiency	of	87%
and	PAE	of	83%	at	an	output	power	of	17.8	W	and	a	drain	supply	voltage	of	42.5	V,	with	a
maximum	power	gain	of	15.8	dB	and	its	compressed	value	of	13.4	dB	at	peak	PAE.	The
PAE	maintained	its	high	value	above	80%	for	drain	supply	voltages	greater	than	32.5	V.



FIGURE	7.24	Circuit	schematic	of	transmission-line	Class-F	GaN	HEMT	power	amplifier.

7.3	Inverse	Class	F
The	effect	of	 the	 inclusion	of	 the	parallel	 resonant	circuit	 tuned	 to	 the	 second	harmonic
and	 located	 in	 series	 at	 the	 anode,	 as	 shown	 in	 Fig.	 7.25(a),	 was	 first	 described	 and
analyzed	 in	 the	 early	 1940s	 [5,	 17].	 It	 was	 shown	 that	 the	 symmetrical	 anode	 current
waveform	and	level	of	its	depression	can	be	provided	with	the	opposite	phase	conditions
between	 the	 fundamental-frequency	 and	 second-harmonic	 components	 and	 an	 optimum
value	 of	 the	 ratio	 between	 their	 voltage	 amplitudes.	 It	 was	 noted	 that	 high	 operation
efficiency	can	be	achieved	even	when	impedance	of	the	tank	circuit	to	second	harmonic	is
equal	or	slightly	greater	than	that	of	the	tank	circuit	to	fundamental	frequency.	In	practical
vacuum-tube	power	amplifiers	 intended	 for	operation	at	very	high	 frequencies,	 the	peak
output	power	and	anode	efficiency	can	therefore	be	increased	by	1.15	to	1.2	times	[18].	In
addition,	it	was	later	suggested	to	use	an	additional	resonator,	tuned	to	the	fourth	harmonic
and	connected	in	series	with	the	second-harmonic	resonator,	as	shown	in	Fig.	7.25(b),	 to
maximize	 the	 anode	 efficiency	 of	 the	 vacuum-tube	 amplifier	 with	 approximate	 square
voltage-driving	waveform	[19].



FIGURE	7.25	Biharmonic	and	polyharmonic	power	amplifiers.

The	 simple	 solution	 to	 realize	 180°	 out-of-phase	 conditions	 between	 the	 voltage
fundamental-frequency	and	second-harmonic	components	at	the	device	output	is	to	use	a
second-harmonic	 tank	 resonator	 connected	 in	 series	 to	 the	 device	 input	 [17].	 Such	 an
approach	 makes	 it	 possible	 to	 flatten	 the	 anode	 voltage	 waveform	 in	 active	 region
avoiding	 the	 device	 saturation	 mode.	 In	 this	 case,	 the	 driver	 stage	 is	 loaded	 by	 the
nonlinear	diode-type	input	grid	impedance	of	the	final-stage	device	providing	a	flattened
grid	voltage	waveform,	which	 includes	 the	fundamental-frequency	and	second-harmonic
components.	The	presence	of	the	strong	second-harmonic	component	results	in	a	second-



harmonic	 voltage	 drop	 across	 the	 resonator.	 The	 loaded	 quality	 factor	 of	 the	 second-
harmonic	 resonator	must	be	high	enough	 to	neglect	 the	voltage	drop	at	 the	 fundamental
frequency.	 As	 a	 result,	 the	 second-harmonic	 resonator	 has	 no	 effect	 on	 the	 voltage
fundamental-frequency	 component;	 however,	 it	 provides	 a	 phase	 shift	 of	 180°	 for	 the
second-harmonic	component,	as	increasing	in	a	voltage	drop	across	the	resonator	results	in
decreasing	 in	 the	 voltage	 drop	 across	 the	 grid-cathode	 (base-emitter	 or	 gate-source)
terminals.

Figure	 7.26	 shows	 that	 the	 shapes	 of	 the	 voltage	 and	 current	 waveforms	 can	 be
significantly	 transformed	 with	 increased	 voltage	 peak	 factor	 and	 current	 flattening	 by
adding	 one	 additional	 harmonic	 component	 with	 a	 proper	 phase.	 For	 example,	 the
combination	of	the	fundamental-frequency	and	third	harmonic	components	with	180°	out-
of-phase	 shift	 at	 the	 center	 of	 symmetry	 results	 in	 a	 flattened	 current	 waveform	 with
depression	 in	 its	center,	as	shown	in	Fig.	7.26(a),	which	can	be	minimized	by	using	 the
proper	ratio	between	the	amplitudes	of	the	fundamental	and	third	harmonics.	Similarly,	the
combination	of	the	fundamental	and	second	harmonics,	which	are	in	phase	at	the	center	of
symmetry,	 sharpens	 the	 voltage	 waveform	 corresponding	 to	 minimum	 values	 of	 the
voltage	waveform,	as	shown	in	Fig.	7.26(b).	The	optimum	ratio	between	the	amplitudes	of
the	 fundamental	 and	 second	 current	 harmonics	 can	 maximize	 the	 current	 waveform	 in
one-half	 of	 the	 period	 and	minimize	 the	 current	waveform	 during	 the	 other	 half	 of	 the
period	determined	by	the	device	saturation	resistance	in	a	practical	circuit.	This	means	that
the	 power	 loss	 due	 to	 the	 active	 device	 can	 be	 minimized	 because	 the	 results	 of	 the
integration	over	the	period	when	minimum	current	corresponds	to	maximum	voltage	will
give	a	much	smaller	value	compared	with	the	power	delivered	to	the	load.





FIGURE	7.26	Fourier	current	and	voltage	waveforms	with	third	and	second	harmonics.

7.3.1	Idealized	Inverse	Class-F	Mode
Generally,	 an	 infinite	 number	 of	 even-harmonic	 tank	 resonators	 can	 maintain	 a	 square
current	waveform	with	a	half-sinusoidal	voltage	waveform	at	the	collector.	Figure	7.27(a)
shows	the	basic	schematic	of	an	inverse	Class-F	power	amplifier	with	a	multiple-resonator
output	filter	to	control	the	harmonic	content	of	its	collector	(anode	or	drain)	voltage	and
current	waveforms,	thereby	shaping	them	to	reduce	dissipation	and	to	increase	efficiency.

FIGURE	7.27	Basic	circuits	of	inverse	Class-F	power	amplifier	with	parallel	resonant
circuits.

The	 term	 “inverse”	 means	 that	 collector	 voltage	 and	 current	 waveforms	 are
interchanged	 compared	 to	 a	 conventional	 case	 under	 the	 same	 idealized	 assumptions.
Consequently,	 for	 a	 purely	 sinusoidal	 current	 flowing	 into	 the	 load,	 as	 shown	 in	 Fig.
7.28(a),	the	ideal	collector	current	waveform	is	composed	by	the	fundamental	component
and	odd	harmonics	 approximating	 a	 square	waveform,	 as	 shown	 in	Fig.	7.28(b).	 At	 the
same	 time,	 the	 collector	 voltage	waveform	 is	 composed	by	 the	 fundamental	 component



and	even	harmonics	approximating	a	half-sinusoidal	waveform,	as	shown	in	Fig.	7.28(c).
As	a	result,	the	shapes	of	the	collector	current	and	voltage	waveforms	provide	a	condition
when	 the	current	and	voltage	do	not	overlap	simultaneously,	 similarly	 to	a	conventional
Class-F	 mode.	 Such	 a	 condition,	 with	 symmetrical	 collector	 voltage	 and	 current
waveforms,	 corresponds	 to	 an	 idealized	 inverse	 Class-F	 operation	 mode	 with	 100%
collector	efficiency.





FIGURE	7.28	Ideal	waveforms	of	inverse	Class-F	power	amplifier.

Similar	analysis	of	the	distribution	of	voltages	and	currents	in	the	inverse	Class-F	load
network	as	for	a	conventional	Class-F	mode	results	in	equations	for	the	collector	current
and	voltage	waveforms	as

where	I0	is	the	dc	current,	and

where	VR	is	fundamental-frequency	amplitude	at	the	load.	From	Eq.	(7.56),	it	follows	that
maximum	value	of	the	collector	current	cannot	exceed	that	of	2I0,	and	 the	 time	duration
with	maximum	amplitude	defined	as	i	=	2I0	coincides	with	that	with	minimum	amplitude
defined	as	 i	=	0.	Because	 the	collector	current	 is	zero	when	 the	switch	 is	 turned	on,	 the
only	possible	waveform	for	the	collector	current	is	a	square	wave	composing	of	only	dc,
fundamental-frequency,	and	odd-harmonic	components.

By	 using	 a	 Fourier	 analysis	 of	 the	 current	 and	 voltage	 waveforms,	 the	 following
equations	for	the	dc	voltage,	fundamental	voltage	and	current	components	in	the	collector
voltage	and	current	waveforms	can	be	obtained:

The	fundamental	current	component	can	be	calculated	using	Eq.	(7.56)	as

The	dc	voltage	Vcc	can	be	calculated	from	Eq.	(7.57)	as

The	fundamental	voltage	component	can	be	calculated	from	Eq.	(7.57)	as

Then,	the	relationship	between	the	dc	power	P0	and	the	output	power	at	the	fundamental
frequency	P1	can	be	given	as

resulting	in	a	theoretical	collector	efficiency	of	100%.

The	impedance	conditions	seen	by	the	device	collector	for	an	idealized	inverse	Class-F
mode	must	be	equal	to



7.3.2	Inverse	Class	F	with	Quarterwave	Transmission	Line
An	idealized	inverse	Class-F	operation	mode	can	also	be	represented	by	using	a	sequence
of	 the	series	resonant	circuits	 tuned	 to	 the	fundamental	and	odd	harmonics,	as	shown	in
Fig.	7.29(a).	In	this	case,	it	is	assumed	that	each	resonant	circuit	has	zero	impedance	at	the
corresponding	 fundamental	 frequency	 f0	 and	 odd-harmonic	 components	 (2n	 +	 1)f0	 and
infinite	 impedance	at	even	harmonics	2nf0	 realizing	 the	 idealized	 inverse	Class-F	square
current	and	half-sinusoidal	voltage	waveforms	at	the	device	output	terminal.	As	a	result,
the	active	device,	which	is	driven	to	operate	as	a	switch,	sees	the	load	resistance	RL	at	the
fundamental	 frequency,	 while	 the	 odd	 harmonics	 are	 shorted	 by	 the	 series	 resonant
circuits.



FIGURE	7.29	Inverse	Class-F	power	amplifier	with	series	quarterwave	transmission	line.

An	 infinite	 set	 of	 the	 series	 resonant	 circuits	 tuned	 to	 the	 odd	 harmonics	 can	 be
effectively	replaced	by	a	quarterwave	transmission	line	with	the	same	operating	capability.
Such	 a	 circuit	 representation	 of	 an	 inverse	 Class-F	 power	 amplifier	 with	 a	 series
quarterwave	 transmission	 line	 loaded	 by	 the	 series	 resonant	 circuit	 tuned	 to	 the
fundamental	 frequency	 is	 shown	 in	Fig.	7.29(b)	 [7,	 20].	 The	 series-tuned	 output	 circuit
presents	 a	 load	 resistance	 at	 the	 frequency	 of	 operation	 to	 the	 transmission	 line.	At	 the
same	time,	the	quarterwave	transmission	line	transforms	the	load	impedance	according	to



where	Z0	 is	 the	characteristic	 impedance	of	a	 transmission	line.	For	even	harmonics,	 the
open	circuit	on	the	load	side	of	the	transmission	line	is	repeated,	thus	producing	an	open
circuit	at	the	drain.	However,	the	quarterwave	transmission	line	converts	the	open	circuit
at	 the	 load	 to	 a	 short	 circuit	 at	 the	 drain	 for	 odd	 harmonics	 with	 resistive	 load	 at	 the
fundamental	frequency.

Consequently,	 for	 a	 purely	 sinusoidal	 current	 flowing	 into	 the	 load	 due	 to	 infinite
loaded	quality	factor	of	the	series	fundamentally	tuned	circuit,	the	ideal	drain	current	and
voltage	waveforms	can	be	represented	by	the	corresponding	normalized	square	and	half-
sinusoidal	waveforms	shown	in	Fig.	7.28(b)	and	7.28(c),	respectively.	Here,	a	sum	of	odd
harmonics	 approximates	 a	 square	 current	waveform,	 and	 a	 sum	of	 the	 fundamental	 and
even	harmonics	approximates	a	half-sinusoidal	drain	voltage	waveform.	As	a	 result,	 the
shapes	of	the	drain	current	and	voltage	waveforms	provide	a	condition	when	the	current
and	voltage	do	not	overlap	simultaneously.	The	quarterwave	transmission	line	causes	the
output	 voltage	 across	 the	 load	 resistor	 RL	 to	 be	 phase-shifted	 by	 90°	 relative	 to	 the
fundamental-frequency	components	of	the	drain	voltage	and	current.

7.3.3	Load	Networks	with	Lumped	and	Distributed
Parameters

Theoretical	results	show	that	the	proper	control	of	the	second	harmonic	can	significantly
increase	the	collector	efficiency	of	the	power	amplifier	by	flattening	of	the	output	current
waveform	 and	 minimizing	 the	 product	 of	 integration	 of	 the	 voltage	 and	 current
waveforms.	 Practical	 realization	 of	 a	 multielement	 high-order	 LC	 resonant	 circuit	 can
cause	 a	 serious	 implementation	 problem,	 especially	 at	 higher	 frequencies	 and	 in
monolithic	 integrated	 circuits,	when	only	 three-harmonic	 components	 can	be	 effectively
controlled.	Therefore,	it	is	sufficient	to	be	confined	to	the	three-	or	four-element	resonant
circuit	composing	the	load	network	of	the	power	amplifier.	In	this	case,	the	operation	with
the	second-harmonic	open	circuit	and	third-harmonic	short	circuit	is	a	promising	concept
for	low-voltage	power	amplifiers	[21].

In	 addition,	 it	 is	 necessary	 to	 take	 into	 account	 that,	 in	 practice,	 both	 extrinsic	 and
intrinsic	 transistor	 parasitic	 elements	 such	 as	 the	 output	 shunt	 capacitance	 or	 serious
inductance	 have	 a	 substantial	 effect	 on	 the	 efficiency.	 The	 output	 capacitance	Cout	 can
represent	 the	collector	capacitance	Cc	 in	 the	case	of	 the	bipolar	 transistor	or	 the	 sum	of
drain-source	 capacitance	 and	 gate-drain	 capacitance,	Cds	 +	Cgd,	 in	 the	 case	 of	 the	 FET
device.	 The	 output	 inductance	 Lout	 is	 generally	 composed	 of	 the	 bondwire	 and	 lead
inductances	 for	 a	 packaged	 transistor,	 whose	 effect	 becomes	 significant	 at	 higher
frequencies.

Figure	7.30	 shows	 the	equivalent	circuit	of	 the	 second-harmonic	 impedance-peaking
load	 network,	 where	 the	 series	 circuit	 consisting	 of	 an	 inductor	 L1	 and	 a	 capacitor	C1
creates	a	resonance	at	the	second	harmonic.	Because	the	device	output	inductance	Lout	and



capacitance	Cout	are	 tuned	 to	create	an	open-circuited	condition	at	 the	second	harmonic,
the	device	collector	sees	resultant	high	impedance	at	the	second	harmonic.	To	achieve	the
second-harmonic	 high	 impedance,	 an	 external	 inductance	may	be	 added	 to	 interconnect
the	device	output	inductance	Lout	directly	at	the	output	terminal	(collector	or	drain)	if	its
value	is	not	sufficient.	As	a	result,	the	values	of	the	load-network	parameters	are	defined
as

FIGURE	7.30	Second-harmonic	impedance-peaking	circuit.

As	 a	 first	 approximation	 for	 comparison	 between	 different	 operation	 classes,	 the
output	device	resistance	Rout	at	 the	fundamental	frequency	required	 to	realize	an	 inverse
Class-F	operation	mode	with	secondharmonic	peaking	can	be	estimated	as	an	equivalent
resistance	Rout	 =	R1(invF)	 determined	 at	 the	 fundamental	 frequency	 for	 an	 ideal	 inverse
Class-F	mode.	For	the	same	supply	voltage	Vcc	and	output	power	P1	at	the	fundamental,
assuming	zero	saturation	voltage	and	using	Eqs.	(7.28)	and	(7.62)	yield

where	R1(F)	is	the	output	resistance	at	the	fundamental	frequency	in	a	conventional	Class-
F	mode	and	R1(B)	is	the	output	resistance	at	the	fundamental	frequency	in	an	ideal	Class-B
mode.

The	ideal	inverse	Class-F	power	amplifier	cannot	provide	all	the	voltage	required	by
the	 third-	and	higher-order	odd	harmonic	short-circuit	 termination	by	 the	use	of	a	single
parallel	transmission	line,	as	can	be	easily	realized	by	a	quarterwave	transmission	line	for



even	 harmonics	 in	 the	 conventional	 Class-F	 power	 amplifier.	 In	 this	 case,	 with	 a
sufficiently	 simple	 circuit	 schematic	 convenient	 for	 practical	 realization,	 applying	 the
current	 second-harmonic	 peaking	 and	 voltage	 third-harmonic	 shorting	 can	 result	 in	 a
maximum	drain	 efficiency	 of	more	 than	 80%	 [22].	 The	 output	 impedance-peaking	 load
network	 of	 such	 a	 microstrip	 power	 amplifier	 is	 shown	 in	 Fig.	 7.31,	 and	 its	 circuit
structure	is	similar	to	that	used	to	provide	a	conventional	Class-F	operation	mode.

FIGURE	7.31	Transmission-line	impedance-peaking	circuit.

As	 it	 follows	 from	 Eq.	 (7.67),	 the	 equivalent	 output	 resistance	 for	 an	 ideal	 inverse
Class-F	mode	is	higher	by	more	than	2.4	times	compared	to	a	conventional	Class-B	mode.
Therefore,	 using	 an	 inverse	 Class-F	 mode	 simplifies	 the	 corresponding	 load-network
design	by	minimizing	the	impedance	transformation	ratio.	This	is	very	important	for	high
output	 power	 level	 with	 a	 sufficiently	 small	 load	 impedance.	 However,	 maximum
amplitude	of	 the	output	voltage	waveform	can	exceed	 the	supply	voltage	by	about	 three
times.	 In	 this	 case,	 it	 is	 required	 to	 use	 the	 device	 with	 high	 breakdown	 voltage	 or	 to
reduce	 the	 supply	voltage.	The	 latter,	however,	 is	not	desirable	because	 it	may	 result	 in
lower	power	gain	and	efficiency.



For	such	an	inverse	Class-F	microstrip	power	amplifier,	it	is	necessary	to	provide	the
following	electrical	lengths	for	the	transmission	lines	at	the	fundamental	frequency:

where	Z0	is	the	characteristic	impedance	of	the	microstrip	lines.	The	transmission	line	TL1
with	 electrical	 length	 θ1	 =	 60°	 at	 the	 fundamental	 frequency	 provides	 a	 short-circuited
condition	 for	 the	 third	 harmonic	 and	 introduces	 a	 capacitive	 reactance	 at	 the	 second
harmonic.	 The	 open-circuit	 stub	 TL3	 with	 electrical	 length	 θ3	 =	 45°	 creates	 a	 short-
circuited	condition	at	the	end	of	the	transmission	line	TL2	at	the	second	harmonic.	Thus,
the	transmission	line	TL2	having	an	inductive	reactance	is	tuned	to	the	parallel	resonance
condition	 at	 the	 second	 harmonic	 with	 the	 device	 output	 capacitance	 Cout	 and	 short-
circuited	transmission	line	TL1.

As	an	example,	Fig.	7.32	shows	the	frequency-response	characteristic	of	the	microstrip
impedance-peaking	load	network,	assuming	an	alumina	substrate	for	microstrip	lines,	with
the	 device	 output	 resistance	Rout	 =	 50	Ω	 and	 output	 capacitance	Cout	 =	 2.2	 pF	 and	 the
microstrip-line	characteristic	impedance	Z0	=	50	Ω	and	its	electrical	length	θ2	=	19°.	From
Fig.	7.32,	it	follows	that,	for	the	second-harmonic	peaking	and	third-harmonic	short	circuit
termination,	an	additional	output	matching	at	the	fundamental	frequency	f0	=	500	MHz	is
required,	 taking	 into	 account	 the	 reactance	 introduced	 by	 the	 impedance-peaking	 load
network	at	the	fundamental	frequency.



FIGURE	7.32	Frequency	response	of	microstrip	impedance-peaking	circuit.

7.3.4	Design	Examples	of	Inverse	Class-F	Power	Amplifiers
The	 effectiveness	 of	 the	 transmission-line	 load-network	 design	 technique	 for	 inverse
Class-F	 application	 can	 be	 demonstrated	 by	 the	 example	 of	 a	 28-V	 high-power
LDMOSFET	amplifier	with	the	device	of	the	same	geometry	as	for	a	conventional	Class-F
mode,	 the	 small-signal	 equivalent	 circuit	 and	 output	 current-voltage	 characteristics	 of
which	 are	 shown	 in	 Fig.	7.19.	 The	 circuit	 schematic	 of	 the	 simulated	 500-MHz	 single-
stage	microstrip	inverse	Class-F	power	amplifier	is	shown	in	Fig.	7.33.	In	this	case,	both
input	and	output	matching	circuits	represent	the	T-type	low-pass	matching	circuits	with	a
series	microstrip	line,	a	shunt	open-circuit	stub	having	a	capacitive	reactance,	and	a	series
capacitor.	 To	 provide	 the	 third-harmonic	 short-circuit	 termination	 and	 second-harmonic
peaking	 corresponding	 to	 an	 inverse	 Class-F	 operation	 mode,	 the	 short-circuited



microstrip	line	with	electrical	length	of	60°	at	the	fundamental	frequency	and	combination
of	 a	 series	microstrip	 line	 and	 an	 open-circuit	 stub	with	 electrical	 length	 of	 45°	 for	 the
corresponding	second-harmonic	shorting	are	used.

FIGURE	7.33	Simulated	500-MHz	single-stage	microstrip	power	amplifier	with	T-
transformer.

Figure	7.34(a)	shows	the	drain	voltage	waveform,	which	is	only	slightly	different	from
the	half-sinusoidal	shape	due	to	the	effect	of	the	fourth-	and	higher-order	harmonics	that
are	not	properly	controlled.	Nevertheless,	a	drain	efficiency	of	up	to	71%	with	a	maximum
output	power	of	8	W	was	simulated,	as	shown	in	Fig.	7.34(b).	In	this	case,	the	peak	value
of	the	drain	voltage	is	more	than	two	times	greater	than	the	drain	supply	voltage	of	24	V,
resulting	in	a	peak	factor	approximately	equal	to	58/24	=	2.4.





FIGURE	7.34	Drain	voltage	waveform,	efficiency,	and	power	gain.

To	 minimize	 the	 number	 of	 the	 circuit	 elements,	 the	 output	 fundamental	 matching
circuit	of	such	a	 transmission-line	power	amplifier	can	be	combined	with	 the	harmonic-
controlled	network.	Simulation	results	indicate	that	the	load	network	designed	to	provide
the	second-	and	third-harmonic	control	can	perform	a	function	of	the	matching	circuit	as
well,	 together	 with	 the	 series	 capacitor	 required	 for	 dc	 blocking.	 The	 simplified	 and
slightly	 modified	 circuit	 schematic	 of	 the	 simulated	 500-MHz	 single-stage	 microstrip
inverse	Class-F	high-power	amplifier	with	a	total	LDMOSFET	channel	width	of	28	×	1.44
mm	is	shown	in	Fig.	7.35.

FIGURE	7.35	Schematics	of	simulated	500-MHz	microstrip	power	amplifier.

As	a	result,	the	drain	efficiency	up	to	78%	for	an	output	power	of	about	25	W	with	a



power	gain	of	14	dB	can	be	achieved,	as	shown	in	Fig.	7.36(a).	An	analysis	of	the	drain
voltage	and	current	waveforms	plotted	 in	Fig.	7.36(b)	 indicates	 that	 the	operation	mode
obtained	 is	 close	 to	 an	 inverse	 Class-F	 mode,	 where	 the	 drain	 current	 waveform
approximates	 a	 square	 wave,	 while	 the	 drain	 voltage	 waveform	 is	 close	 to	 a	 half-
sinusoidal	waveform.	 It	 should	 be	 noted	 that	 the	 negative	 current	 values	 are	 due	 to	 the
current	 flowing	 through	 the	 intrinsic	 drain-source	 capacitance	 when	 the	 device
multiharmonic	voltage-controlled	current	source	 is	pinched	off.	Besides,	 there	 is	a	small
phase	shift	between	 the	voltage	and	current	waveforms	due	 to	uncompensated	phases	at
the	 harmonics	 using	 such	 a	 simple	 load	 network,	 which	 provides	 both	matching	 at	 the
fundamental	frequency	and	second-	and	third-harmonic	control.	In	this	case,	the	maximum
drain	voltage	amplitude	does	not	even	reach	a	value	of	60	V.





FIGURE	7.36	Drain	efficiency,	power	gain,	voltage	and	current	waveforms.

In	 a	 hybrid	 power	 amplifier	 where	 the	 packaged	 device	 is	 used,	 the	 presence	 of	 a
transistor	 output	 series	 bondwire	 and	 lead	 inductance	 Lout	 creates	 some	 problems	 in
providing	an	acceptable	 second-	or	 third-harmonic	open-	or	 short-circuit	 termination.	 In
this	case,	 it	 is	convenient	 to	use	a	 series	 transmission	 line	as	a	 first	 element	of	 the	 load
network	connected	to	the	device	output,	as	shown	in	Fig.	7.37(a),	where	the	transmission
line	 TL1	 is	 placed	 between	 the	 device	 drain	 and	 shunt	 short-circuited	 quarterwave
transmission	line	TL3.	However,	if	the	length	of	combined	series	transmission	line	TL1	+
TL2	becomes	very	long	in	a	Class-F	mode	with	a	short	circuit	at	the	second	harmonic	and
an	 open	 circuit	 at	 the	 third	 harmonic	 and	 additional	 fundamental-frequency	 matching
circuit	 is	 required,	 then	 such	 a	 load	 network	 in	 an	 inverse	 Class-F	 mode	 is	 compact,
convenient	for	harmonic	tuning,	and	very	practical.





FIGURE	7.37	Transmission-line	inverse	Class-F	power	amplifier	and	its	equivalent	circuit.

Figure	7.37(b)	shows	the	equivalent	circuit	of	a	transmission-line	inverse	Class-F	load
network,	 where	 the	 complex-conjugate	 load	 matching	 is	 provided	 at	 the	 fundamental
frequency	and	both	high	reactance	at	the	second	harmonic	and	low	reactance	at	the	third
harmonic	are	created	at	the	device	output	by	using	two	series	transmission	lines	TL1	and
TL2,	 the	 electrical	 lengths	 of	 which	 depend	 on	 the	 values	 of	 the	 device	 output	 shunt
capacitance	Cout	and	series	 inductance	Lout,	a	quarterwave	short-circuit	stub	TL3,	and	an
open-circuit	stub	TL4	with	electrical	length	of	30°	[10,	23].	The	output	shunt	capacitance
Cout	can	represent	both	intrinsic	bias-dependent	drain-source	capacitance	Cds	and	extrinsic
bias-independent	 drain	 pad-contact	 capacitance	 Cdp	 of	 the	 nonlinear	 large-signal
equivalent	 circuit	 for	 GaN	 HEMT	 device,	 whereas	 the	 series	 output	 inductance	 Lout	 is
modeled	by	a	combined	effect	of	 the	metallization,	bond	wire,	and	package	 inductances
[24].

The	 harmonic	 conditions	 for	 an	 inverse	 Class-F	 load	 network	 seen	 by	 the	 device
multiharmonic	 current	 source	 derived	 from	 Eqs.	 (7.62)	 to	 (7.64)	 for	 the	 first	 three-
harmonic	components	including	fundamental	are

where	the	load	resistance	(or	equivalent	output	resistance)	R	seen	by	the	device	output	at
the	fundamental	frequency	is	defined	in	an	ideal	inverse	Class-F	mode	by	Eq.	(7.67).

Figure	 7.38(a)	 shows	 the	 transmission-line	 load	 network	 seen	 by	 the	 device
multiharmonic	 current	 source	 at	 the	 fundamental	 frequency,	where	 the	 combined	 series
transmission	 line	 TL1	 +	 TL2	 (together	 with	 an	 open-circuit	 capacitive	 stub	 TL4	 with
electrical	length	of	30°)	provides	an	impedance	matching	between	the	optimum	equivalent
output	 device	 resistance	R	 and	 the	 standard	 load	 resistance	RL	 by	 proper	 choice	 of	 the
transmission-line	 characteristic	 impedances	 Z1	 and	 Z2,	 where	 Cout	 and	 Lout	 are	 the
elements	 of	 the	 matching	 circuit.	 For	 simplicity	 of	 calculation,	 the	 characteristic
impedances	of	the	transmission	lines	TL1	and	TL2	are	set	to	be	equal	to	Z1.





FIGURE	7.38	Load	networks	seen	by	the	device	output	at	corresponding	harmonics.

The	 load	network	 seen	by	 the	 device	 current	 source	 at	 the	 second	harmonic	 (taking
into	account	the	short-circuit	effect	of	the	grounded	quarterwave	transmission	line	TL3)	is
shown	in	Fig.	7.38(b),	where	the	transmission	line	TL1	provides	an	open-circuit	condition
for	the	second	harmonic	at	the	device	output	by	forming	a	second-harmonic	tank	together
with	the	shunt	capacitor	Cout	and	series	inductance	Lout.	Similar	load	network	at	the	third
harmonic	 is	 shown	 in	 Fig.	 7.38(c),	 where	 the	 open-circuit	 effect	 of	 the	 grounded
quarterwave	transmission	line	TL3	and	short-circuit	effect	of	the	open-circuit	stub	TL4	at
the	third	harmonic	are	used.	In	this	case,	the	combined	transmission	line	TL1	+	TL2,	which
is	 short-circuited	 at	 its	 right-hand	 side	 and	 connected	 in	 series	with	 an	 inductance	Lout,
provides	a	short-circuit	condition	for	the	third	harmonic	at	the	device	output.	Depending
on	the	actual	physical	 length	of	 the	device	package	lead,	 the	on-board	adjustment	of	 the
transmission	 lines	TL1	 and	 TL2	 can	 easily	 provide	 the	 required	 open-circuit	 and	 short-
circuit	 conditions,	 as	 well	 as	 an	 impedance	 matching	 at	 the	 fundamental	 frequency,
because	of	their	series	connection	to	the	device	output.

By	using	Eqs.	(7.70)	and	(7.71),	the	electrical	lengths	of	the	transmission	lines	TL1	and
TL2,	 assuming	 the	 same	 characteristic	 impedance	 Z1	 for	 both	 series	 transmission-line
sections,	can	be	defined	from

with	the	maximum	total	electrical	length	θ1	+	θ2	=	π/3	or	60°	at	the	fundamental	frequency
or	180°	at	the	third	harmonic	when	Lout	=	0.

As	a	 result,	 the	electrical	 lengths	of	 the	 transmission	 lines	TL1	and	TL2	as	analytical
functions	 of	 the	 device	 output	 series	 inductance	 Lout	 and	 shunt	 capacitance	 Cout	 are
obtained	as

where	the	transmission-line	characteristic	impedance	Z1	can	be	set	in	advance.

In	 order	 to	 omit	 an	 additional	 matching	 section	 at	 the	 fundamental	 frequency,	 the
inverse	 Class-F	 load	 network	 can	 also	 be	 used	 to	 match	 the	 equivalent	 device
fundamental-frequency	impedance	R	with	the	standard	load	impedance	RL	(usually	equal
to	50	Ω).	In	this	case,	it	is	necessary	to	properly	optimize	both	characteristic	impedances
Z1	 and	Z2.	 Figure	 7.39	 shows	 the	 equivalent	 representation	 of	 an	 inverse	 Class-F	 load
network	(including	the	device	output	parameters	Lout	and	Cout)	by	a	lumped	low-pass	π-
type	matching	circuit	where	C	=	tan30°/ω0Z2	and	L	≈	(Z1/ω0)	sin(θ1	+	θ2)	+	Lout	due	to	the
sufficiently	short	length	of	the	combined	transmission	line	TL1	+	TL2,	typically	much	less



than	60°	at	 the	 fundamental	 frequency	depending	on	 the	device	output	parameters.	As	a
result,

FIGURE	7.39	Equivalent	representations	of	load	network	at	fundamental	frequency.



Figure	 7.40(a)	 shows	 the	 test	 board	 of	 a	 transmission-line	 inverse	 Class-F	 power
amplifier	 based	 on	 a	 28-V	 10-W	 Cree	 GaN	 HEMT	 power	 transistor	 CGH40010P	 and
transmission-line	load	network	with	the	second-	and	third-harmonic	control,	as	shown	in
Fig.	 7.37(a).	 The	 input	 matching	 circuit	 provides	 the	 fundamental-frequency	 complex-
conjugate	 matching	 with	 the	 standard	 50-Ω	 source.	 The	 parameters	 of	 the	 series
transmission	line	in	the	load	network	were	optimized	for	implementation	convenience.	In
this	 case,	 the	device	 input	 and	output	package	 leads	as	 external	 elements	were	properly
modeled	 to	 take	 into	account	 the	effect	of	 their	 inductances,	and	 their	models	were	 then
added	to	the	simulation	setup.	The	simulation	results	of	a	transmission-line	inverse	Class-
F	GaN	HEMT	 power	 amplifier	 shown	 in	 Fig.	 7.40(b)	 are	 based	 on	 a	 nonlinear	 device
model	 supplied	 by	 Cree	 and	 technical	 parameters	 for	 a	 30-mil	 RO4350	 substrate.	 The
maximum	output	power	of	41.3	dBm,	power	gain	of	13.3	dB	(linear	gain	of	about	18	dB),
drain	efficiency	of	80.3%,	and	PAE	of	76.5%	are	achieved	at	 an	operating	 frequency	of
2.14	 GHz	 with	 a	 supply	 voltage	 of	 28	 V	 and	 a	 quiescent	 current	 of	 40	 mA.	 The
experimental	 results	 of	 the	 test	 board	 shown	 in	 Fig.	 7.40(a)	 were	 very	 close	 to	 the
simulated	results	with	a	maximum	output	power	of	41.0	dBm,	a	drain	efficiency	of	76.0%,
a	PAE	of	72.2%,	and	a	power	gain	of	13.0	dB	at	an	operating	frequency	of	2.14	GHz	(gate
bias	 voltage	Vg	 =	 −2.8	V	 and	 drain	 supply	 voltage	Vdd	 =	 28	V),	 achieved	without	 any
tuning	of	the	input	matching	circuit	and	load	network	[10].





FIGURE	7.40	Transmission-line	10-W	inverse	Class-F	GaN	HEMT	power	amplifier.

7.4	Class	E	with	Shunt	Capacitance
As	it	was	shown	many	decades	ago,	using	resonant	circuits	in	the	load	network	tuned	to
the	odd	and/or	even	harmonics	of	the	fundamental	frequency	can	generate	biharmonic	or
polyharmonic	operation	modes	of	vacuum-tube	power	amplifiers,	which	is	very	effective
to	 increase	 their	 operating	 efficiency.	 This	 implies	 ideally	 the	 in-phase	 or	 out-of-phase
harmonic	conditions	when	the	symmetrical	flattened	voltage	or	current	waveforms	can	be
created.	However,	 as	 it	 turned	 out	 later,	 this	 is	 not	 the	 only	way	 to	 improve	 the	 power
amplifier	 efficiency.	 Figure	 7.41	 shows	 the	 circuit	 schematic	 of	 a	 vacuum-tube	 power
amplifier	 with	 a	 parallel-tuned	 LC	 circuit	 inserted	 between	 the	 anode	 and	 the	 output
matching	 circuit,	 which	 has	 a	 resonant	 frequency	 equal	 to	 about	 1.5	 times	 the	 carrier
frequency	 of	 the	 signal	 to	 be	 amplified	 [25].	 In	 other	 words,	 if	 the	 carrier	 signal	 is
transmitting	 at	 a	 fundamental	 frequency	 f0,	 the	 parallel	 resonant	 circuit	 will	 have	 a
resonant	 frequency	 of	 about	 1.5f0	 followed	 by	 a	 filter	 or	 output	 matching	 circuit	 to
suppress	the	harmonics	of	the	fundamental	frequency	and	to	maximize	the	output	power	at
the	 fundamental	 frequency	 delivered	 to	 the	 standard	 load.	 As	 a	 result,	 an	 efficiency	 of
89%	was	achieved	for	a	3.2-MHz	vacuum-tube	high-power	amplifier.

FIGURE	7.41	Class-C	power	amplifier	with	detuned	resonant	circuit.



Although	it	was	assumed	that	such	a	parallel	resonant	circuit	introduces	considerable
impedance	 to	 its	 own	 second	 harmonic,	 which	 is	 the	 third	 harmonic	 3f0	 of	 the	 carrier
frequency	and	can	 result	 in	a	 flattened	anode	voltage	waveform,	another	 interesting	and
nontrivial	conclusion	can	be	derived	from	this	circuit	topology.	In	this	case,	provided	the
output	 π-type	 matching	 circuit	 has	 purely	 resistive	 impedance	 at	 the	 fundamental
frequency	and	capacitive	reactances	at	the	harmonic	components,	the	anode	of	the	device
sees	 inductive	 impedance	 at	 the	 fundamental	 frequency	 and	 capacitive	 reactances	 at	 the
second-	and	higher-order	harmonic	components.	This	means	that	the	voltage	and	current
waveforms	are	not	symmetrical	anymore,	thus	representing	an	alternative	approach	of	the
efficiency	improvement.	Such	an	effect	of	increasing	efficiency	when	the	output	resonant
circuit	 of	 the	 vacuum-tube	 Class-C	 power	 amplifier	 is	 detuned	 relatively	 to	 the	 carrier
frequency	was	first	described	in	the	early	1960s	[26].	In	this	case,	the	anode	efficiencies	of
about	92	to	93%	were	achieved	for	the	phase	angles	of	the	output	load	network	in	limits	of
30°	to	40°,	resulting	in	the	proper	inductive	impedance	at	the	fundamental	frequency	and
capacitive	reactances	at	the	harmonic	components	seen	by	the	anode	of	the	active	device.

A	few	years	later,	it	was	discovered	that	very	high	efficiencies	could	be	obtained	with
a	 series	 resonant	 LC	 circuit	 connected	 to	 a	 transistor	 [27].	 The	 reasons	 for	 this	 high
efficiency	are	 that	 the	 transistor	operates	 in	a	pure	switching,	and	 the	voltage	across	 the
transistor	 and	 the	 current	 flowing	 through	 it	 can	both	be	made	equal	 to	 zero	during	 the
switching	 transient	 interval	 mode	 when	 a	 proper	 choice	 of	 the	 transistor	 and	 circuit
parameters	are	provided.	To	satisfy	such	a	high-efficiency	condition,	the	transistor	current
and	voltage	should	be	near	zero	at	the	time	just	prior	to	the	conduction	interval	when	the
transistor	goes	into	the	saturation	mode.	The	series-tuned	circuit	must	appear	inductive	at
the	operating	frequency.	In	this	case,	a	loaded	quality	factor	of	the	series-tuned	circuit	of
about	10	will	give	a	good	sinusoidal	shape	to	the	load	current.	As	a	result,	a	20-W,	500-
kHz	 bipolar	 power	 amplifier	 was	 built	 having	 a	 collector	 efficiency	 of	 94%	 with	 a
conduction	angle	of	180°.	The	exact	theoretical	analysis	of	the	single-ended	switchmode
power	 amplifier	 with	 a	 shunt	 capacitance	 and	 a	 series	 LC	 circuit	 was	 then	 given	 by
Kozyrev	[28].

7.4.1	Optimum	Load-Network	Parameters
However,	 the	 single-ended	 switchmode	 power	 amplifier	 with	 a	 shunt	 capacitance	 was
introduced	by	Sokals	in	1975	as	a	Class-E	power	amplifier,	and	it	has	found	widespread
application	because	of	 its	 design	 simplicity	 and	high	operation	 efficiency	 [29,	30].	This
type	 of	 high-efficiency	 power	 amplifiers	 was	 then	 widely	 used	 in	 different	 frequency
ranges	and	with	different	output	power	 levels	 ranging	 from	several	kilowatts	 at	 low	RF
frequencies	up	to	about	1	W	at	microwaves	[31].	The	characteristics	of	a	Class-E	power
amplifier	 can	 be	 determined	 by	 finding	 its	 steady-state	 collector	 voltage	 and	 current
waveforms.	 The	 basic	 circuit	 of	 a	 Class-E	 power	 amplifier	 with	 shunt	 capacitance	 is
shown	 in	 Fig.	 7.42(a),	 where	 the	 load	 network	 consists	 of	 a	 capacitor	C	 shunting	 the
transistor,	a	series	inductor	L,	a	series	fundamentally	tuned	L0C0	circuit,	and	a	load	resistor
R.	 In	 a	 common	 case,	 a	 shunt	 capacitance	C	 can	 represent	 the	 intrinsic	 device	 output
capacitance	and	external	circuit	capacitance	added	by	the	load	network.	The	collector	of
the	transistor	is	connected	to	the	supply	voltage	by	an	RF	choke	with	high	reactance	at	the



fundamental	frequency.	The	transistor	is	considered	an	ideal	switch	that	is	driven	in	such	a
way	as	to	provide	the	instant	device	switching	between	its	on-state	and	off-state	operation
conditions.	As	a	result,	the	collector	voltage	waveform	is	determined	by	the	switch	when
it	is	turned	on	and	by	the	transient	response	of	the	load	network	when	the	switch	is	turned
off.



FIGURE	7.42	Basic	circuits	of	Class-E	power	amplifier	with	shunt	capacitance.

To	 simplify	 the	 analysis	 of	 a	 Class-E	 power	 amplifier,	 whose	 simplified	 equivalent
circuit	is	shown	in	Fig.	7.42(b),	the	following	assumptions	are	introduced:

•			The	transistor	has	zero	saturation	voltage,	zero	saturation	resistance,	infinite
off-resistance,	and	its	switching	action	is	instantaneous	and	lossless.

•			The	total	shunt	capacitance	is	independent	of	the	collector	and	is	assumed
linear.

•			The	RF	choke	allows	only	a	constant	dc	current	and	has	no	resistance.

•			The	loaded	quality	factor	QL	=	ωL0/R	=	1/ωC0R	of	the	series	resonant	L0C0
circuit	tuned	to	the	fundamental	frequency	is	high	enough	for	the	output	current	to
be	sinusoidal	at	the	switching	frequency.

•			There	are	no	losses	in	the	circuit	except	only	in	the	load	R.

•			For	simplicity,	a	50%	duty	ratio	is	used.

For	 a	 lossless	 operation	 mode,	 it	 is	 necessary	 to	 provide	 the	 following	 optimum
conditions	for	voltage	across	the	switch	(just	prior	to	the	start	of	switch	on)	at	the	moment
ωt	=	2π,	when	transistor	is	saturated:

where	v(ωt)	is	the	voltage	across	the	switch.

A	detailed	theoretical	analysis	of	a	Class	E	power	amplifier	with	shunt	capacitance,	for
any	duty	ratio,	is	given	in	[32],	where	the	load	current	is	assumed	to	be	sinusoidal,

where	ϕ	is	the	initial	phase	shift.

When	the	switch	is	turned	on	for	0	=	≤	ωt	≤	π,	the	current	through	the	capacitance

and,	consequently,

under	the	initial	on-state	condition	i(0)	=	0.	Hence,	the	dc	current	can	be	defined	as

and	the	current	through	the	switch	can	be	rewritten	by

When	the	switch	is	turned	off	for	π	≤	ωt	<	2π,	the	current	through	the	switch	i(ωt)	=	0,
and	the	current	flowing	through	the	capacitor	C	can	be	written	as



producing	the	voltage	across	the	switch	by	the	charging	of	this	capacitor	according	to

Applying	the	first	optimum	condition	given	by	Eq.	(7.78)	enables	the	phase	angle	ϕ	to
be	determined	as

Consideration	of	trigonometric	relationships	shows	that

By	 using	 Fourier	 series	 expansion	 and	 Eqs.	 (7.83)	 and	 (7.88),	 the	 expression	 to
determine	the	supply	voltage	Vcc	can	be	written	as

As	a	 result,	 the	normalized	 steady-state	 collector	voltage	waveform	 for	π	≤	ωt	 <	 2π
and	current	waveform	for	0	≤	ωt	<	π	are

Figure	 7.43	 shows	 the	 normalized	 (a)	 load	 current,	 (b)	 collector	 voltage	waveform,
and	(c)	collector	current	waveforms	for	an	idealized	optimum	(or	nominal)	Class-E	mode
with	 shunt	 capacitance.	 From	 collector	 voltage	 and	 current	 waveforms	 it	 follows	 that,
when	 the	 transistor	 is	 turned	 on,	 there	 is	 no	 voltage	 across	 the	 switch,	 and	 the	 current
i(ωt),	consisting	of	 the	 load	sinusoidal	current	and	dc	current,	 flows	 through	 the	device.
However,	when	the	transistor	is	turned	off,	this	current	flows	through	the	shunt	capacitor
C.	The	jump	in	the	collector	current	waveform	at	the	instant	of	switching	off	is	necessary
to	obtain	nonzero	output	power	at	the	fundamental	frequency	delivered	to	the	load,	which
can	 be	 defined	 as	 an	 integration	 of	 the	 product	 of	 the	 collector	 voltage	 and	 current
derivatives	over	the	entire	period	[33].





FIGURE	7.43	Normalized	(a)	load	current	and	collector	(b)	voltage	and	(c)	current
waveforms	for	idealized	optimum	Class	E	with	shunt	capacitance.

As	 a	 result,	 there	 is	 no	 nonzero	 voltage	 and	 current	 simultaneously,	which	means	 a
lack	of	the	power	losses	and	gives	an	idealized	collector	efficiency	of	100%.	This	implies
that	the	dc	power	and	fundamental-frequency	output	power	delivered	to	the	load	are	equal,

Consequently,	the	value	of	the	dc	supply	current	I0	using	Eqs.	(7.83)	and	(7.88)	can	be
determined	by

Then,	the	amplitude	of	the	output	voltage	VR	=	IRR	can	be	obtained	from

The	peak	collector	voltage	Vmax	and	current	Imax	can	be	determined	by	differentiating
the	appropriate	waveforms	given	by	Eqs.	 (7.90)	and	(7.91),	 respectively,	 and	 setting	 the
results	equal	to	zero,	which	gives

The	 fundamental-frequency	 voltage	 v1(ωt)	 across	 the	 switch	 consists	 of	 the	 two
quadrature	 components	 shown	 in	 Fig.	 7.44(a),	 whose	 amplitudes	 can	 be	 found	 using
Fourier	formulas	and	Eq.	(7.90)	as



FIGURE	7.44	Equivalent	Class-E	load	network	at	fundamental	frequency.



As	a	result,	the	optimum	series	inductance	L	and	shunt	capacitance	C	can	be	obtained
by

The	optimum	load	resistance	R	for	the	supply	voltage	Vcc	and	fundamental-frequency
output	power	Pout	delivered	to	the	load	using	Eqs.	(7.92)	and	(7.94)	can	be	obtained	by

Finally,	 the	 phase	 angle	 of	 the	 load	 network	 seen	 by	 the	 switch	 at	 the	 fundamental
frequency	 shown	 in	 Fig.	 7.44(b)	 and	 required	 for	 an	 idealized	 optimum	 (or	 nominal)
Class-E	 mode	 with	 shunt	 capacitance	 can	 be	 determined	 through	 the	 load	 network
parameters	using	Eqs.	(7.99)	and	(7.100)	as

When	 realizing	a	Class-E	operation	mode,	 it	 is	very	 important	 to	know	up	 to	which
maximum	frequency	such	an	idealized	efficient	operation	mode	can	be	extended.	In	 this
case,	 it	 is	 important	 to	establish	a	 relationship	between	a	maximum	operation	frequency
fmax,	a	shunt	capacitance	C,	and	a	supply	voltage	Vcc	by	using	Eqs.	(7.89)	and	Eq.	 (7.90)
when

where	 C	 =	 Cout	 is	 the	 device	 output	 capacitance	 limiting	 the	 maximum	 operation
frequency	of	an	idealized	optimum	Class-E	power	amplifier	with	shunt	capacitance	[34].

The	high-QL	assumption	for	the	series	resonant	L0C0	circuit	can	lead	to	considerable
errors	if	its	value	is	substantially	small	in	real	circuits	[35].	For	example,	for	a	50%	duty
ratio,	the	values	of	the	load-network	parameters	for	the	loaded	quality	factor	QL	less	than
unity	can	differ	by	several	tens	of	percentages.	At	the	same	time,	for	QL	≥	7,	the	errors	are
found	 to	 be	 less	 than	 10%	 and	 they	 become	 less	 than	 5%	 for	QL	 ≥	 10.	 To	match	 the
required	optimum	Class-E	load-network	resistance	R	with	a	standard	load	impedance	RL,
usually	 equal	 to	 50	 Ω,	 the	 series	 resonant	 L0C0	 circuit	 should	 be	 followed	 (or	 fully
replaced)	by	the	matching	circuit,	in	which	the	first	element	represents	a	series	inductor	to
provide	high	impedance	at	the	second	and	higher-order	harmonics	[28].



7.4.2	Effect	of	Saturation	Resistance,	Finite	Switching	Time,
and	Nonlinear	Shunt	Capacitance

In	 practical	 power	 amplifier	 design,	 especially	 when	 a	 value	 of	 the	 supply	 voltage	 is
sufficiently	small,	it	is	very	important	to	predict	the	overall	degradation	of	power	amplifier
efficiency	 due	 to	 the	 finite	 value	 of	 the	 transistor	 saturation	 resistance.	 Figure	 7.45(a)
shows	 the	 simplified	 equivalent	 circuit	 of	 a	 Class-E	 power	 amplifier	 with	 shunt
capacitance,	 including	 the	saturation	resistance	(on-resistance)	rsat	connected	 in	series	 to
the	 ideal	 switch.	 To	 obtain	 a	 quantitative	 estimate	 of	 the	 power	 losses	 due	 to	 the
contribution	 of	 rsat,	 the	 saturated	 output	 power	 Psat	 can	 be	 obtained	 with	 a	 simple
approximation	 when	 the	 current	 i(ωt)	 flowing	 through	 the	 saturation	 resistance	 rsat	 is
determined	in	an	ideal	case	by	Eq.	(7.91).





FIGURE	7.45	Equivalent	Class-E	load	networks	(a)	with	saturation	resistance	and	(c)
nonlinear	capacitance	and	(b)	current	waveform	with	finite	time	delay.

An	analytical	expression	to	calculate	the	power	losses	due	to	the	saturation	resistance
rsat,	whose	value	is	assumed	constant,	can	be	represented	in	the	normalized	form	as

where	P0	=	I0Vcc	is	the	dc	power.

By	taking	into	account	that

Eq.	(7.104)	can	be	rewritten	using	Eq.	(7.93)	as

The	collector	efficiency	η	can	be	calculated	from

Consequently,	the	presence	of	the	saturation	resistance	results	in	the	finite	value	of	the
saturation	voltage	Vsat,	which	can	be	defined	from

where	Vsat	is	normalized	to	the	dc	supply	voltage	Vcc	[36].

More	 detailed	 theoretical	 analysis	 of	 the	 time-dependent	 behavior	 of	 the	 collector
voltage	and	current	waveforms	shows	that,	for	the	finite	value	of	the	saturation	resistance
rsat,	the	optimum	conditions	for	idealized	operation	mode	given	by	Eqs.	(7.78)	and	(7.79)
do	 not	 correspond	 anymore	 to	 the	 minimum	 dissipated	 power	 losses,	 and	 there	 are
optimum	 nonzero	 values	 of	 the	 collector	 voltage	 and	 its	 derivative	 at	 switching	 time
instant	corresponding	to	minimum	overall	power	losses	[37].	For	example,	even	for	small
losses	 with	 the	 normalized	 loss	 parameter	 ωCrsat	 =	 0.1	 for	 a	 duty	 ratio	 of	 50%,	 the
optimum	 series	 inductance	 L	 is	 almost	 two	 times	 greater,	 whereas	 the	 optimum	 shunt
capacitance	C	is	of	about	20%	greater	than	those	obtained	under	nominal	conditions	given
by	Eqs.	(7.78)	and	(7.79).	However,	for	collector	efficiencies	of	90%	and	greater,	both	the
optimum	inductance	and	optimum	capacitance	differ	by	less	than	20%	from	their	optimum
values	for	rsat	=	0	[38].	Thus,	generally	the	switching	conditions	given	by	Eqs.	(7.78)	and
(7.79)	can	be	considered	optimum	only	 for	an	 idealized	case	of	a	Class-E	 load	network
with	 zero	 saturation	 resistance	 providing	 the	 switchmode	 transistor	 operation	 when	 it
operates	 in	pinch-off	and	saturation	 regions	only.	However,	 they	can	be	considered	as	a
sufficiently	 accurate	 initial	 guess	 for	 further	 design	 and	 optimization	 in	 a	 real	 Class-E
power	amplifier	design.



For	an	 ideal	 transistor	without	any	memory	effects	due	 to	 intrinsic	phase	delays,	 the
switching	 time	 is	equal	 to	zero	when	 the	 rectangular	 input	drive	 results	 in	a	 rectangular
output	 response.	Such	an	 ideal	case	assumes	zero	device	 feedback	capacitance	and	zero
device	 input	 resistance.	However,	at	higher	 frequencies,	 it	 is	very	difficult	 to	 realize	 the
driving	 signal	 close	 to	 the	 rectangular	 form,	 as	 it	 leads	 to	 the	 significant	 circuit
complexity.	Fortunately,	 to	realize	high-efficiency	operation	conditions,	 it	 is	sufficient	 to
drive	the	power	amplifier	simply	with	a	sinusoidal	signal.	The	finite-time	transition	from
the	saturation	mode	to	the	pinch-off	mode	through	the	device	active	mode	takes	place	due
to	the	device	inertia	when	the	base	(or	channel)	charge	changes	to	zero	with	some	finite
delay	 time	 τs,	 as	 shown	 in	 Fig.	 7.45(b).	 To	 minimize	 the	 switching	 time	 interval,	 it	 is
sufficient	 to	 slightly	overdrive	 the	 transistor	with	 signal	amplitude	by	20	 to	30%	higher
than	is	required	for	a	conventional	Class-B	power	amplifier.	As	an	alternative,	the	second-
harmonic	 component	 (approximation	 of	 a	 half-sinusoidal	 waveform)	 or	 third-harmonic
component	 (approximation	 of	 a	 rectangular	 waveform	 with	 close	 to	 trapezoidal
waveform)	with	proper	phasing	can	be	added	to	the	input	driving	signal.	In	both	cases,	the
overall	driving	waveform	will	be	steeper	compared	with	simply	sinusoidal	driving	signal,
thus	resulting	in	a	faster	switching	operation	time.

The	power	dissipated	during	this	on-to-off	transition	can	be	calculated	assuming	zero
on-resistance	as

where	the	collector	voltage	during	the	transition	time	τs	=	π	−	θs	is	defined	as

The	 short	 duration	 of	 the	 switching	 time	 and	 the	 proper	 behavior	 of	 the	 resulting
collector	 (or	 drain)	waveform	 allows	 us	 to	make	 an	 additional	 assumption	 of	 a	 linearly
decreasing	 collector	 current	 during	 fall	 time	 τs	 =	 π	−	θs,	 starting	 at	 i(θs)	 at	 time	 θs	 and
decaying	to	zero	at	time	π,	which	can	be	written	as

where	i(θs)	corresponds	to	the	collector	current	as	shown	in	Fig.	7.45(b)	[36,	38].	 In	 this
case,	 the	 capacitor-charging	 current	 iC(ωt)	 =	 i(θs)	 −	 i(ωt),	 being	 zero	 during	 saturation
mode,	varies	linearly	between	zero	and	i(θs)	during	the	on-to-off	transition	according	to

The	 collector	 voltage	 produces	 a	 parabolic	 voltage	 waveform	 during	 the	 switching
interval	according	to	Eq.	(7.110)	given	by

As	a	result,	the	power	dissipated	during	transition	according	to	Eq.	(7.109)	is	then



For	 an	 optimum	Class-E	 power	 amplifier	 by	 assuming	 in	 view	 of	 a	 short	 transition
time	that	i(θs)	=	i(π),	from	Eq.	(7.91)	it	follows	that	i(π)	=	2I0,	hence

By	taking	 into	account	Eq.	 (7.89),	 the	 switching	 loss	power	Ps	normalized	 to	 the	dc
power	P0	can	be	obtained	by

As	a	result,	the	collector	efficiency	η	can	be	estimated	as

As	follows	from	Eq.	(7.116),	 the	power	losses	due	to	the	nonzero	switching	time	are
sufficiently	small	and,	for	example,	for	τs	=	0.35	or	20°,	they	are	only	about	1%,	whereas
they	are	approximately	equal	to	10%	for	τs	=	60°.	A	more	exact	analysis	assuming	a	linear
variation	of	the	collector	current	during	on-to-off	transition	produces	similar	results	when
efficiency	degrades	to	97.72%	for	τs	=	30°	and	to	90.76%	for	τs	=	60°	[39].	Considering	an
exponential	collector	current	decay	rather	than	linear	during	the	fall	time	shows	the	similar
result	 for	 τs	 =	 30°	 when	 η	 =	 96.8%,	 but	 the	 collector	 efficiency	 degrades	 more
significantly	at	longer	fall	times	when,	for	example,	η	=	86.6%	for	τs	=	60°	[40].

In	 a	 common	 case,	 the	 intrinsic	 output	 device	 capacitance	 is	 nonlinear,	 as	 shown	 in
Fig.	 7.45(c).	 If	 its	 contribution	 in	 overall	 shunt	 capacitance	 is	 sufficiently	 large,	 it	 is
necessary	to	take	into	account	the	nonlinear	nature	of	this	capacitance	when	specifying	the
breakdown	voltage.	For	example,	 the	collector	voltage	waveform	will	rise	in	the	case	of
the	output	capacitance	described	by	abrupt	diode	 junction	 in	comparison	with	 the	 linear
capacitance,	and	its	maximum	voltage	can	be	greater	by	about	20%	for	a	50%	duty	ratio
[28,	41].	However,	stronger	nonlinearity	of	the	shunt	capacitance	causes	the	peak	voltages
to	 be	 higher	 [42].	 At	 the	 same	 time,	 the	 deviations	 of	 the	 optimum	 load-network
parameters	are	insignificant,	less	than	5%	in	a	wide	range	of	supply	voltages.	Because	the
nonlinear	 capacitance	 is	 largest	 at	 zero	 voltage,	 the	 collector	 waveform	 will	 rise	 more
slowly	 than	 in	 the	 linear	 case.	 As	 the	 collector	 voltage	 increases,	 the	 capacitance	 will
decrease,	and	hence	the	voltage	should	begin	 to	rise	faster	 than	in	 the	 linear	case.	If	 the
shunt	capacitance	consists	of	both	nonlinear	and	linear	capacitances,	the	collector	voltage
waveform	is	intermediate	and	located	between	the	two	extreme	cases	of	entirely	nonlinear
or	entirely	linear	capacitance	[43].

7.4.3	Optimum,	Nominal,	and	Off-Nominal	Class-E
Operation

More	detailed	theoretical	analysis	of	the	time-dependent	behavior	of	the	collector	voltage



and	current	waveforms	shows	that,	for	a	nonzero	value	of	the	saturation	resistance	rsat,	the
optimum	conditions	for	an	 idealized	operation	mode	given	by	Eqs.	 (7.78)	and	(7.79)	 no
longer	 correspond	 to	 the	 minimum	 dissipated	 power	 losses,	 and	 there	 are	 optimum
nonzero	 values	 of	 the	 collector	 voltage	 and	 its	 derivative	 at	 switching	 time	 instant
corresponding	to	minimum	overall	power	losses	[37].	For	example,	even	for	small	losses
with	 the	 normalized	 loss	 parameter	ωCrsat	 =	 0.1	 for	 a	 duty	 ratio	 of	 50%,	 the	 optimum
series	inductance	L	 is	almost	 two	times	greater,	and	the	optimum	shunt	capacitance	C	 is
about	20%	greater	than	those	obtained	under	idealized	optimum	conditions	given	by	Eqs.
(7.78)	and	(7.79).	However,	 for	collector	efficiencies	of	90%	and	greater,	both	optimum
inductance	and	optimum	capacitance	differ	by	less	 than	20%	from	their	optimum	values
for	rsat	=	0	[38].	It	should	be	noted	that	if	the	first	zero-voltage	condition	is	satisfied,	the
power	losses	close	to	minimum	can	be	achieved	with	the	second	zero-voltage–derivative
condition,	 since	 the	positive	voltage	derivative	 results	 in	a	positive	current	 jump,	which
requires	greater	driving	amplitude,	whereas	the	negative	voltage	derivative	with	a	negative
current	 jump	demonstrates	 reduction	 in	 power	 loss	 by	only	3%	 [44].	At	 the	 same	 time,
operation	of	the	Class-E	power	amplifier	at	zero	slope	and	nonzero	voltage	will	result	in
lower	voltage	peak	factor	and	higher	output	power	capability	with	lower	efficiency,	which
reduces	 with	 higher	 voltage	 at	 the	 moment	 when	 the	 switch	 is	 turned	 off	 [45].	 Thus,
generally	 the	 switching	 conditions	 given	 by	 Eqs.	 (7.78)	 and	 (7.79)	 can	 be	 considered
optimum	 only	 for	 an	 idealized	 case	 of	 the	 Class-E	 load	 network	 with	 zero	 saturation
resistance	providing	the	switchmode	transistor	operation	when	it	is	operated	in	only	pinch-
off	 and	 saturation	 regions.	 However,	 they	 can	 be	 considered	 as	 a	 sufficiently	 accurate
initial	 assumption	 for	 further	 design	 and	 optimization	 of	 the	 practical	 high-efficiency
Class-E	power	amplifiers.

The	 term	 “optimum”	 for	 the	 idealized	 Class-E	 conditions	 given	 by	 Eqs.	 (7.78)	 and
(7.79)	means	that	 the	voltage	across	 the	switch	should	be	equal	 to	zero	and	there	are	no
current	jumps	across	the	capacitor	C	(capacitor	must	be	discharged)	at	the	moments	when
the	 switch	 is	 turned	on	with	 further	 instant	 transitions	 from	off-state	 to	 on-state	modes,
thus	resulting	in	a	maximum	achievable	collector	efficiency.	Otherwise,	if	current	starting
to	 flow	 through	 the	 switch	 at	 this	 moment	 is	 not	 equal	 to	 zero,	 the	 device	 cannot	 be
considered	an	ideal	switch	because	of	the	appearance	of	the	active	operation	mode	of	the
device	between	its	pinch-off	and	saturation	modes.	In	this	case,	the	collector	current	and
voltage	 waveforms	 overlap	 each	 other	 reducing	 the	 collector	 efficiency	 because	 of	 the
power	 dissipation	 in	 the	 device.	 Therefore,	 it	 is	 more	 proper	 to	 call	 the	 optimum
conditions	given	by	Eqs.	(7.78)	and	(7.79)	for	a	lossless	operation	mode	with	ideal	switch
as	the	nominal	(or	idealized	optimum)	conditions.

Optimum	 electrical	 operation	 is	 defined	 as	 the	 operating	 condition	 that	 gives	 the
highest	possible	drain	or	collector	efficiency	at	a	specified	output	power	and	peak	switch
voltage	for	a	given	set	of	parasitic	parameters	such	as	the	transistor	saturation	resistance,
turn-off	 and	 turn-on	 switching	 transition	 times,	 and	 finite	 quality	 factors	 of	 the	 load-
network	inductors	and	capacitors.	In	this	case,	each	set	of	components	results	in	a	specific
“optimum”	off-nominal	design.	The	smaller	the	parasitic	series	resistances	and	the	larger
the	parasitic	parallel	resistances,	the	closer	is	the	optimum	switch-voltage	waveform	to	the
nominal	 waveform.	 The	 designers	 can	 tradeoff	 among	 the	 power	 dissipations,	 so	 as	 to
minimize	 the	 total	 power	 dissipation	 at	 the	 specified	 output	 power	 and	 peak	 switch



voltage.

In	a	nominal	 (or	 idealized	optimum)	Class-E	operation,	 the	 load	network	discharges
the	 device	 output	 capacitance	 prior	 to	 turn-on	 of	 the	 device,	 producing	 ideally	 100%
efficiency.	Below	 the	maximum	 frequency,	 at	which	 the	 shunt	 susceptance	 required	 for
optimum	 operation	 is	 provided	 by	 only	 the	 device	 output	 capacitance,	 it	 is	 generally
possible	 to	 adjust	 the	 series	 load	 reactance	 to	 achieve	 almost	 100%	 efficiency.	 For
example,	optimum	operation	can	be	achieved	by	adding	external	shunt	capacitance	to	the
device	 output.	 However,	 above	 the	maximum	 frequency,	 it	 is	 impossible	 to	 achieve	 an
ideal	 100%	 efficiency	 by	 varying	 the	 series	 load	 network	 parameters.	 As	 frequency
increases,	 the	collector	voltage	waveform	approaches	 the	ramp	produced	by	dc	charging
of	 the	 shunt	 capacitor.	 Consequently,	 the	 maximum	 achievable	 collector	 (or	 drain)
efficiency	 decreases	 as	 the	 frequency	 of	 operation	 is	 increased	 above	 the	 maximum
frequency.	The	maximum	possible	 efficiency	ηmax	 and	 the	 normalized	 circuit	 parameter
ωL/R	required	to	produce	it,	along	with	the	normalized	peak	voltage	Vmax/Vcc,	for	a	fixed
supply	voltage	Vcc,	are	shown	in	Table	7.2	for	certain	f/fmax	≥	1	[46].

TABLE	7.2	Suboptimum	Operation	above	Maximum	Frequency

From	 Table	 7.2,	 it	 follows	 that,	 above	 the	 maximum	 frequency,	 efficiency	 can	 be
maximized	by	proper	selection	of	the	series	inductance	and	load	resistance	when	it	looks
reasonable.	For	example,	at	operating	frequency	f	=	2.512fmax,	the	collector	efficiency	of
an	ideal	Class-E	mode	remains	still	high,	being	even	higher	than	that	for	a	Class-F	mode
with	control	of	 three	collector	voltage	and	three	collector	current	harmonic	components.
The	 collector	 efficiency	 of	 an	 ideal	 Class-E	 power	 amplifier	 drops	 at	 f	 =	 3.162fmax	 to
77.87%,	 which	 approximately	 corresponds	 to	 the	 maximum	 collector	 efficiency	 of	 an
ideal	Class-B	power	amplifier	of	78.5%.

For	 off-nominal	 Class-E	 operation	 when	 only	 zero-voltage	 switching	 condition	 is



satisfied,	the	designer	can	use	a	higher	shunt	capacitance	than	for	nominal	operation	at	the
same	 switching	 frequency	 and	 load	 resistance	 [47].	 In	 this	 case,	 both	 peak	 voltage	 and
current	 values	 are	higher	 for	 off-nominal	 operation	which	occurs	 for	−0.5π	<	ϕ	<	0	 for
phase	angles	ϕ	>	ϕopt,	where	ϕopt	is	the	optimum	phase	angle	determined	by	Eq.	(7.87)	for
a	nominal	Class-E	mode	at	50%	duty	ratio.	Generally,	the	peak	switch	voltage	and	current
values	vary	with	the	turn-on	switch	voltage	slope	and	the	duty	ratio	[48].

7.4.4	Load	Network	with	Transmission	Lines
The	 transmission	 lines	 are	 often	 preferred	 over	 lumped	 inductors	 at	 microwave
frequencies	 because	 of	 the	 convenience	 of	 their	 practical	 implementation,	 more
predictable	performance,	less	insertion	loss,	and	less	effect	of	the	parasitic	elements.	For
example,	the	matching	circuit	can	be	composed	with	any	types	of	the	transmission	lines,
including	 open-	 or	 short-circuit	 stubs,	 to	 provide	 the	 required	 matching	 and	 harmonic
suppression	conditions.	In	this	case,	to	approximate	the	idealized	Class-E	operation	mode
of	 the	 microwave	 power	 amplifier,	 it	 is	 necessary	 to	 design	 the	 transmission-line	 load
network	 satisfying	 the	 required	 idealized	 optimum	 impedances	 at	 the	 fundamental-
frequency	and	harmonic	 components.	The	device	output	 capacitance	 can	 fully	 represent
the	 required	 shunt	 capacitance,	 whose	 nominal	 value	 is	 defined	 by	 Eq.	 (7.100).
Consequently,	the	main	challenge	is	to	satisfy	the	idealized	optimum	requirements	for	the
fundamental-frequency	impedance	ZL(ω0)	shown	in	Fig.	7.46(a)	and	harmonic-component
impedances	ZL(nω0)	shown	in	Figs.	7.46(b),	which	can	be	written	using	Eq.	(7.99)	as



FIGURE	7.46	Optimum	load	impedance	and	two-harmonic	Class-E	voltage	waveform.



where	ω0	is	the	radian	fundamental	frequency	and	n	=	2,	3,	…,	∞	is	the	harmonic	number.

Generally,	it	is	practically	impossible	to	realize	these	conditions	for	an	infinite	number
of	harmonic	components	by	using	only	transmission	lines.	However,	as	it	turned	out	from
the	Fourier-series	analysis,	a	good	approximation	to	Class-E	mode	may	be	obtained	with
the	 dc,	 fundamental-frequency,	 and	 second-harmonic	 components	 of	 the	 voltage
waveform	across	 the	 switch	 [34,	49].	Figure	7.46(c)	 shows	 the	 collector	 (drain)	 voltage
waveform	containing	 these	 two	harmonic	components	(dashed	curve)	plotted	along	with
an	 ideal	 voltage	waveform	 (solid	 curve).	 In	 practical	 implementation,	 the	 two-harmonic
Class-E	 load	 network	 designed	 for	 microwave	 applications	 will	 include	 the	 series
microstrip	line	l1	and	open-circuit	stub	l2,	as	shown	in	Fig.	7.47(a).	The	electrical	lengths
of	microstrip	lines	l1	and	l2	are	chosen	to	be	of	about	45°	at	the	fundamental	frequency	to
provide	 an	 open-circuit	 condition	 seen	 from	 the	 device	 output	 at	 the	 second	 harmonic,
according	 to	 Eq.	 (7.119).	 Their	 characteristic	 impedances	 are	 calculated	 to	 satisfy	 the
required	 inductive	 impedance	 condition	 at	 the	 fundamental	 frequency	 given	 by	 Eq.
(7.118).	 In	 the	 case	 of	 a	 packaged	 active	 device,	 its	 output	 lead	 inductance	 can	 be
accounted	for	by	shortening	the	length	of	l1.



FIGURE	7.47	Equivalent	circuits	of	Class-E	power	amplifiers	with	transmission	lines.

In	some	cases,	a	value	of	the	device	output	capacitance	exceeds	the	required	nominal
value	 for	 a	 Class-E	 mode	 with	 shunt	 capacitance.	 In	 this	 situation,	 it	 is	 possible	 to
approximate	Class-E	mode	with	high	efficiency	by	setting	a	properly	optimized	load	at	the
fundamental	 frequency	 and	 strong	 reactive	 load	 at	 the	 second-	 and	 third-harmonic
components	 [50].	Such	a	harmonic-control	network	consists	of	open-circuit	quarterwave



stubs	at	the	second-	and	third-harmonic	components	separately,	as	shown	in	Fig.	7.47(b),
where	 the	 third-harmonic	 quarterwave	 stub	 is	 located	 before	 the	 second-harmonic
quarterwave	 stub.	As	 a	 result,	 very	high	 collector	 efficiency	 can	be	 achieved	 even	with
values	of	the	device	output	capacitance	higher	than	conventionally	required	at	the	expense
of	 lower	 output	 power,	 keeping	 the	 load	 at	 the	 second	 and	 third	 harmonics	 strictly
inductive	(inverse	mode).	Maximum	collector	efficiency	over	90%	with	an	output	power
of	1.5	W	for	the	test	power	amplifier	using	a	commercial	bipolar	transistor	MRF557	was
measured	at	900	MHz.

7.4.5	Practical	Class-E	Power	Amplifiers
A	high	level	of	output	power	with	very	high	operational	efficiency	can	be	easily	achieved
in	 a	 Class-E	 mode	 by	 using	 high-voltage	 power	 MOSFET	 devices	 at	 sufficiently	 low
frequencies.	Figure	7.48(a)	shows	the	circuit	schematic	of	a	13.56-MHz,	400-W	Class-E
power	amplifier	providing	a	drain	efficiency	of	82%	with	an	input	sinusoidal	drive	of	12
W	at	 a	 supply	voltage	of	 120	V	 [51].	The	 series	 inductor	Ls	 and	 capacitor	Cs	 form	 the
resonant	 network	 that	 produces	 the	 rising	 and	 falling	 voltage	 waveform	 required	 for	 a
Class-E	operation.	The	series	tank	circuit	at	 the	load	composed	of	a	capacitor	C1	and	an
inductor	L1	is	a	trap	for	the	second-harmonic	component,	which	contributes	to	the	overall
level	 of	 harmonic	 suppression	 of	 more	 than	 40	 dB	 below	 the	 carrier.	 Because	 at	 the
fundamental	 frequency	 this	 second-harmonic	 resonant	 circuit	 represents	 a	 capacitive
reactance,	it	transforms	together	with	a	part	of	the	series	inductance	Ls	the	standard	load	of
50	Ω	to	around	13	Ω	required	for	a	nominal	Class-E	mode.	The	impedance	of	the	gate	is
small	with	a	 real	part	of	 about	3	Ω	and	an	 inductive	 reactance	of	about	4	Ω.	The	 input
transformer	with	 a	voltage	 transformation	 ratio	of	6:1	 is	 used	 to	 step	up	 from	 the	 input
gate	impedance	to	the	driving	source	impedance	of	50	Ω.	This	transformer	also	sets	the	dc
gate	bias	to	0	V	and	ensures	the	transistor	is	turned	off	when	it	is	not	driven,	as	this	is	far
below	the	threshold	voltage	of	4	V.	The	capacitor	Cg	with	the	variable	inductor	Lg	is	used
to	compensate	for	the	input	inductive	reactance	of	the	transistor	providing	the	input	VSWR
of	1.6:1.





FIGURE	7.48	High-power	high-frequency	Class-E	MOSFET	power	amplifiers.

Figure	7.48(b)	shows	the	circuit	schematic	of	a	27.12-MHz,	500-W	Class-E	MOSFET
power	 amplifier	with	 a	 drain	 efficiency	of	 83%	at	 a	 supply	voltage	of	 125	V	 [52].	The
input	 ferrite	 transformer	provides	 the	2:1	 transformation	voltage	 ratio	 to	match	 the	gate
impedance,	which	 is	 represented	by	 the	parallel	 equivalent	 circuit	with	a	 capacitance	of
2200	pF	and	a	resistance	of	210	Ω.	Use	of	the	external	parallel	resistor	of	25	Ω	simplifies
the	matching	procedure	and	 improves	 the	amplifier	stability	conditions.	The	 transformer
secondary	winding	provides	an	inductance	of	19	nH,	which	is	required	to	compensate	for
the	 device	 input	 capacitance	 at	 the	 fundamental.	 High-quality	 passive	 components	 are
necessary	 to	 use	 in	 the	 low-pass	L-type	output	 network,	where	 the	quality	 factor	 of	 the
bare	copper	wire	inductor	was	equal	to	375.	The	series	blocking	capacitor	consists	of	three
parallel	disc	ceramic	capacitors.	To	realize	a	Class-E	operation	with	shunt	capacitance,	it
is	 sufficient	 to	be	 limited	 to	only	 the	output	device	capacitance	with	a	value	of	125	pF.
This	is	just	slightly	larger	than	that	required	to	obtain	the	idealized	optimum	drain	voltage
and	current	Class-E	waveforms.

Silicon	LDMOSFET	devices	made	it	possible	to	achieve	a	high	output	power	level	in	a
Class-E	operation	with	a	sufficiently	high	efficiency	at	higher	frequencies.	Figure	7.49(a)
shows	the	simplified	circuit	schematic	of	a	high-power	VHF	LDMOSFET	Class-E	power
amplifier	achieving	a	drain	efficiency	of	70%	for	maximum	output	power	of	54	W	at	an
operating	frequency	of	144	MHz	with	an	input	drive	of	5	W	[53].	The	drain	efficiency	can
be	 increased	 to	 88%	 if	 the	 output	 power	 level	 is	 reduced	 to	 14	 W	 by	 an	 appropriate
increase	 in	 the	 series	 inductance	 in	 the	 load	 network.	 The	 input	 device	 impedance	 is
sufficiently	low;	therefore,	a	ferrite	transformer	and	a	series	inductor	are	used	at	the	input.
At	the	output,	the	standard	load	impedance	of	50	Ω	is	transformed	to	the	load	resistance	of
1.5	Ω	required	for	an	idealized	optimum	Class-E	mode	by	a	lumped	L-transformer	with	a
series	inductor,	whose	value	is	included	with	the	inductance	of	24	nH,	and	a	shunt	100-pF
capacitor.	The	required	value	of	a	shunt	switching	capacitance	is	provided	by	the	values	of
the	 intrinsic	device	output	 capacitance	of	38	pF	and	 external	 capacitance	of	55	pF.	The
loaded	quality	factor	of	the	resonant	circuit	was	chosen	at	a	sufficiently	low	value	of	5	that
allows	 some	 frequency	 bandwidth	 operation	 to	 be	 provided	 and	 sensitivity	 of	 amplifier
performance	to	the	resonant-circuit	parameters	to	be	reduced.	To	decrease	the	loss	in	the
load	 network,	 the	 inductor	 was	 fabricated	 by	 using	 a	 5-mm-wide	 copper	 ribbon	 that
provides	the	inductor	quality	factor	of	150	to	250,	depending	on	the	distance	to	the	ground
plane.	By	inserting	a	spacer	between	the	ribbon	and	the	ground	plane,	the	inductance	can
be	tuned	at	least	a	factor	of	2.





FIGURE	7.49	High-power	VHF	Class-E	power	amplifiers.

Figure	 7.49(b)	 shows	 the	 simplified	 circuit	 schematic	 of	 a	 silicon	 carbide	 (SiC)
MESFET	Class-E	power	amplifier	that	provides	a	maximum	drain	efficiency	of	86.8%	at
an	output	power	of	20.5	W	at	145	MHz	reached	at	a	drain	voltage	of	30	V,	with	an	input
drive	power	level	of	27	dBm	[54].	The	nominal	Class-E	impedance	of	approximately	18	Ω
was	matched	 to	 a	 50-Ω	 load	with	 a	 low-pass	 three-section	L-type	matching	 network	 to
suppress	harmonics	by	at	least	60	dB	below	the	carrier.	The	input	of	the	active	device	was
matched	to	50-Ω	source	by	means	of	a	high-pass	filter	network	to	prevent	the	attenuation
of	 the	 high-frequency	 harmonic	 components	 of	 the	 drive	 signal.	 Because	 this	 power
amplifier	 was	 designed	 to	 provide	 linear	 amplification	 by	 restoring	 the	 input	 signal
envelope	with	drain	amplitude	modulation,	 the	drain	bias	network	was	built	with	a	 low-
pass	 filter	 that	 allows	 drain	 modulating	 frequencies	 of	 up	 to	 a	 few	 megahertz	 to	 pass
through	 it	 with	 minimum	 attenuation,	 while	 at	 the	 same	 time	 achieving	 acceptable
isolation	at	the	carrier	frequency	and	its	harmonics.

The	 transmission-line	 Class-E	 power	 amplifier	 topology	 is	 shown	 in	 Fig.	 7.50(a),
where	the	electrical	lengths	of	microstrip	lines	l3	and	l4	in	the	load	network	must	be	close
to	45°	so	that	an	approximate	open	circuit	at	the	second	harmonic	will	be	presented	to	the
switch	shunt	capacitor,	which	is	an	equivalent	output	device	capacitance.	Microstrip	lines
with	 a	 characteristic	 impedance	 of	 50	 Ω	 each	 were	 fabricated	 using	 a	 substrate	 with
thickness	of	2.54	mm	and	effective	dielectric	permittivity	εr	=	10.5.	For	a	MESFET	device
having	a	drain-source	capacitance	Cds	=	2.4	pF,	a	PAE	of	80%	was	achieved	at	0.5	GHz
with	an	output	power	of	0.55	W	[49].	In	this	case,	the	electrical	lengths	of	microstrip	lines
are	l1	=	73°,	 l2	=	79°,	 l3	=	58°,	and	 l4	=	46°.	The	poweradded	efficiency	remains	above
75%	over	a	10%	bandwidth	and	above	50%	over	a	26%	bandwidth.	Moreover,	a	PAE	of
73%	can	be	 realized	at	1.0	GHz	with	an	output	power	of	0.94	W.	By	using	a	MESFET
device	 with	 a	 sufficiently	 higher	 transition	 frequency	 fT	 in	 such	 a	 microstrip	 Class-E
power	amplifier,	an	output	power	of	0.61	W,	a	1-dB	compressed	power	gain	of	7.6	dB,	a
drain	 efficiency	 of	 81%,	 and	 a	PAE	 of	 72%	were	 achieved	 at	 5	 GHz	 [34].	 The	 power
amplifier	was	fabricated	on	a	substrate	with	a	 thickness	of	0.508	mm	and	εr	=	2.2.	As	a
result,	the	lengths	of	50-Ω	microstrip	lines	(1.6	mm	wide)	are	9	mm	for	l1,	1.8	mm	for	l2,
5.3	mm	for	l3,	and	6.2	mm	for	l4,	respectively.	The	power-added	efficiency	is	greater	than
70%	over	a	5%	bandwidth	and	greater	than	60%	over	a	10%	bandwidth.	A	similar	design
approach	 can	 be	 used	 to	 design	 a	monolithic	 Class-E	 power	 amplifier	 in	X-band.	As	 a
result,	 the	measured	 performance	 of	 a	 monolithic	 power	 amplifier	 that	 uses	 a	 pHEMT
device	with	a	geometry	of	0.3	μm	×	600μm	showed	a	peak	PAE	of	63%	at	10.6	GHz	and	a
constant	output	power	of	greater	than	24	dBm	together	with	a	power	gain	of	10	dB	over	a
frequency	bandwidth	of	9	to	11	GHz	[55].





FIGURE	7.50	Circuit	topologies	of	transmission-line	Class-E	power	amplifiers.

Figure	 7.50(b)	 shows	 the	 circuit	 schematic	 of	 a	 K-band	 transmission-line	 Class-E
power	amplifier	using	a	single-section	load	network,	which	is	well	suited	for	monolithic
implementation	 at	 upper	 microwave	 frequencies	 [56].	 The	 electrical	 parameters	 of	 the
capacitive	stubs	TL2	and	TL3	were	designed	to	provide	low	impedances	at	the	second	and
third	 harmonics	 by	 making	 the	 electrical	 length	 of	 the	 stubs	 exactly	 one	 quarter-
wavelength	at	a	particular	harmonic.	At	 the	same	 time,	 the	characteristic	 impedances	of
the	 stubs	 are	 chosen	 to	 provide	 the	 desired	 capacitive	 reactance	 for	 load	 impedance
transformation	 at	 the	 fundamental	 frequency.	 The	 electrical	 parameters	 of	 the	 series
transmission	line	TL1	are	determined	by	the	requirements	to	provide	the	required	inductive
impedance	 with	 a	 load	 angle	 of	 49.05°	 at	 the	 fundamental	 and	 to	 transform	 the	 low
impedance	 of	 the	 stub	 inputs	 toward	 higher	 reactances	 at	 the	 selected	 harmonics.	As	 a
result,	 by	using	a	GaAs	pHEMT	 technology	and	coplanar	waveguides	 for	 transmission-
line	implementation,	an	output	power	of	20	dBm,	a	drain	efficiency	of	59%,	and	a	power
gain	of	7.5	dB	were	achieved	at	an	operating	frequency	of	24	GHz	with	a	supply	voltage
of	2.4	V	when	both	the	second	and	third	harmonics	are	suppressed	by	more	than	30	and	35
dB,	respectively.

7.5	Class	E	with	Finite	DC-Feed	Inductance
In	practice,	it	is	impossible	to	realize	RF	choke	with	infinite	impedance	at	the	fundamental
frequency	 and	 other	 harmonic	 components.	Moreover,	 using	 a	 finite	 dc-feed	 inductance
has	 an	 advantage	 of	 minimizing	 size,	 cost,	 and	 complexity	 of	 the	 overall	 circuit.	 The
detailed	 approach	 to	 analyzing	 the	 effect	of	 a	 finite	dc-feed	 inductance	on	 the	 idealized
Class-E	mode	with	shunt	capacitance	and	series	filter	was	first	described	in	Ref.	57.	An
analysis	was	based	on	the	Laplace-transform	technique	to	solve	a	second-order	differential
equation	describing	the	behavior	of	a	Class	E	load	network	with	finite	dc-feed	inductance.
Later	 this	approach	was	extended	 to	 the	 load	network	with	finite	QL-factor	of	 the	series
filter	 and	 finite	 device	 saturation	 resistance	 [58,	 59].	 However,	 because	 the	 results	 of
excessive	analytical	and	numerical	calculations	are	given	only	for	a	few	particular	cases,	it
is	difficult	to	figure	out	the	basic	behavior	of	the	load-network	elements	and	derive	simple
equations	for	their	parameters.	Generally,	based	on	the	composing	of	the	circuit	equations
in	the	form	of	a	system	of	 the	first-order	differential	equations	for	currents	and	voltages
and	setting	the	design	specifications,	the	optimum	Class-E	load	network	parameters	can	be
numerically	calculated	taking	into	account	the	finite	dc-feed	inductance,	drain	current	fall
time,	finite	QL-factor,	nonzero	device	saturation	resistance,	and	nonlinear	operation	of	any
passive	element	simultaneously	[60].	Also,	it	was	analytically	shown	for	a	50%	duty	ratio
based	on	the	Class-E	optimum	conditions	that	the	series	excessive	reactance	can	be	either
inductive	 or	 capacitive	 depending	 on	 the	 values	 of	 the	 dc-feed	 inductance	 and	 shunt
capacitance	 [61,	 62].	 Based	 on	 a	 certain	 number	 of	 cases,	 a	 Lagrange	 polynomial
interpolation	 was	 used	 to	 obtain	 explicit	 and	 directly	 usable	 design	 equations	 for	 an
idealized	Class-E	mode	with	small	dc-feed	inductance	and	series	inductive	reactance	[63].



7.5.1	General	Analysis	and	Optimum	Circuit	Parameters
The	generalized	second-order	load	network	of	a	switchmode	Class	E	power	amplifier	with
finite	dc-feed	inductance	is	shown	in	Fig.	7.51(a)	[64	to	66].	The	load	network	consists	of
a	shunt	capacitor	C,	a	parallel	inductor	L,	a	series	inductor	Lb,	a	series	reactance	X,	a	series
resonant	L0C0	 circuit	 tuned	 to	 the	 fundamental	 frequency,	 and	 a	 load	 resistance	R.	 In	 a
common	case,	a	shunt	capacitance	C	can	represent	the	intrinsic	device	output	capacitance
and	 external	 circuit	 capacitance	 added	by	 the	 load	network;	 a	 series	 inductor	Lb	 can	be
considered	a	a	bondwire	and	lead	inductance;	a	parallel	inductance	L	represents	the	finite
dc-feed	 inductance;	 and	 a	 series	 reactance	 X	 can	 be	 positive	 (inductance),	 negative
(capacitance),	 or	 zero	 depending	 on	 the	 particular	 Class-E	 mode.	 The	 active	 device	 is
considered	an	ideal	switch	that	is	driven	to	provide	the	device	instant	switching	between
its	on-state	 and	off-state	operation	modes.	To	 simplify	an	analysis	of	 the	general-circuit
Class-E	power	amplifier,	whose	simplified	equivalent	circuit	 is	shown	in	Fig.	7.51(b),	 it
makes	 sense	 to	 introduce	 the	 preliminary	 assumptions	 similar	 to	 those	 for	 the	 Class-E
power	 amplifier	with	 shunt	 capacitance,	 assuming	 that	 the	 losses	 in	 the	 reactive	 circuit
elements	are	negligible,	the	duty	ratio	is	50%,	the	loaded	quality	factor	of	the	series	L0C0
circuit	is	sufficiently	high,	and	also	Lb	=	0.	For	a	lossless	operation	mode,	it	is	necessary	to
provide	the	optimum	zero-voltage	and	zero-voltage-derivative	conditions	for	voltage	v(ωt)
across	the	switch	just	prior	to	the	start	of	switch-on,	when	transistor	is	saturated,	given	by
Eqs.	(7.78)	and	(7.79).



FIGURE	7.51	Equivalent	circuits	of	the	Class-E	power	amplifiers	with	generalized	load
network.

The	output	current	flowing	through	the	load	is	written	as	sinusoidal	by

where	IR	is	the	load	current	amplitude	and	ϕ	is	the	initial	phase	shift.

When	the	switch	is	turned	on	for	0	≤	ωt	<	π,	the	voltage	on	the	switch	is	v(ωt)	=	Vcc	−



vL(ωt)	=	0,	the	current	flowing	through	the	capacitance	is	iC(ωt)	=	ωC(dvL/dωt)	=	0,	and

where	the	initial	value	for	the	current	iL(ωt)	flowing	through	the	dc-feed	inductance	L	at
ωt	=	0	can	be	found	using	Eq.	(7.120)	for	i(0)	=	0	as	iL(0)	=	−IRsinϕ.

When	 the	switch	 is	 turned	off	 for	π	≤	ωt	<	2π,	 the	switch	current	 i(ωt)	=	0,	and	 the
current	iC(ωt)	=	iL(ωt)	+	iR(ωt)	flowing	through	the	capacitance	C	can	be	rewritten	as

under	the	initial	off-state	conditions	v(π)	=	0	and

Equation	 (7.122)	 can	 be	 represented	 in	 the	 form	 of	 the	 linear	 nonhomogeneous
second-order	differential	equation

the	general	solution	of	which	can	be	obtained	in	the	normalized	form

where

and	the	coefficients	C1	and	C2	are	determined	from	the	initial	off-state	conditions	by

The	dc	supply	current	I0	can	be	found	using	Fourier	formula	and	Eq.	(7.121)	by



In	 an	 idealized	 Class-E	 operation	 mode,	 there	 is	 no	 nonzero	 voltage	 and	 current
simultaneously	 that	 means	 a	 lack	 of	 power	 losses	 and	 gives	 an	 idealized	 collector
efficiency	of	100%.	This	implies	that	the	dc	power	P0	and	fundamental	output	power	Pout
are	equal,

where	VR	=	IRR	is	the	fundamental	voltage	amplitude	across	the	load	resistance	R.

As	 a	 result,	 by	 using	 Eqs.	 (7.129)	 and	 (7.130)	 and	 taking	 into	 account	 that	
	the	optimum	load	resistance	R	for	the	specified	values	of	a	supply	voltage

Vcc	and	a	fundamental	output	power	Pout	can	be	obtained	by

where

The	 normalized	 load-network	 inductance	L	 and	 capacitance	C	 can	 be	 appropriately
defined	using	Eqs.	(7.125),	(7.126),	and	(7.129)	by

The	series	reactance	X,	which	may	have	an	inductive,	capacitive,	or	zero	reactance	in
special	 particular	 cases	 depending	 on	 the	 load-network	 parameters,	 can	 be	 generally
calculated	using	two	quadrature	fundamental-frequency	voltage	Fourier	components

The	 fundamental-frequency	 current	 flowing	 through	 the	 switch	 consists	 of	 two
quadrature	components,	whose	amplitudes	can	be	 found	using	Fourier	 formulas	and	Eq.
(7.121)	by



Generally,	 Eq.	 (7.124)	 for	 normalized	 collector	 voltage	 contains	 three	 unknown
parameters	 q,	 p,	 and	 ϕ,	 which	 must	 be	 analytically	 or	 numerically	 determined.	 In	 a
common	case,	the	parameter	q	can	be	considered	a	variable,	and	the	other	two	parameters
p	 and	ϕ	 are	 calculated	 from	a	 system	of	 the	 two	 equations	 resulting	 from	applying	 two
optimum	 zero-voltage	 and	 zero-voltage–derivative	 conditions	 given	 by	 Eq.	 (7.78)	 and
(7.79)	 to	Eq.	 (7.124).	Figure	7.52	 shows	 the	 dependences	 of	 the	 optimum	parameters	p
and	ϕ	versus	q	for	a	Class	E	with	finite	dc-feed	inductance.



FIGURE	7.52	Optimum	Class-E	parameters	p	and	ϕ	versus	q.

Based	on	the	calculated	optimum	parameters	p	and	ϕ	as	functions	of	q,	 the	optimum
load-network	parameters	of	 the	Class-E	 load	network	with	finite	dc-feed	 inductance	can
be	 determined	 using	 Eqs.	 (7.131)	 to	 (7.134).	 The	 series	 reactance	X	 can	 be	 calculated



through	 the	 ratio	 of	 two	 quadrature	 fundamental-frequency	 voltage	 Fourier	 components
given	in	Eqs.	(7.135)	and	(7.136)	as

The	 dependences	 of	 the	 normalized	 optimum	 dc-feed	 inductance	 ωL/R	 and	 series
reactance	 X/R	 are	 shown	 in	 Fig.	 7.53(a),	 whereas	 the	 dependences	 of	 the	 normalized
optimum	shunt	capacitance	ωCR	and	load	resistance	RPout/Vcc2	are	plotted	in	Fig.	7.53(b).
Here,	the	value	of	the	series	reactance	X	changes	its	sign	from	positive	to	negative,	which
means	 that	 the	 inductive	 reactance	 is	 followed	 by	 the	 capacitive	 reactance.	As	 a	 result,
there	is	a	special	case	of	the	load	network	with	a	parallel	circuit	and	a	load	resistor	only
when	X	=	0	at	q	=	1.412.	In	this	case,	the	maximum	value	of	the	optimum	load	resistance
R	 can	 be	 provided	 for	 the	 same	 supply	 voltage	 and	 output	 power,	 thus	 simplifying	 the
matching	with	the	standard	load	of	50Ω.	In	addition,	the	values	of	a	dc-feed	inductance	L
become	sufficiently	small,	making	Class-E	mode	with	a	parallel	circuit	very	attractive	for
monolithic	applications.	The	maximum	operation	frequency	fmax	is	realized	at	q	=	1.468,
where	the	normalized	optimum	shunt	capacitance	ωCR	reaches	its	maximum.





FIGURE	7.53	Normalized	optimum	Class-E	load	network	parameters.

The	graphical	solutions	for	the	optimum	load-network	parameters	can	be	replaced	by
the	analytical	design	equations	represented	in	terms	of	the	simple	second-	and	third-order
polynomial	functions	given	by	Tables	7.3	and	7.4	for	different	ranges	of	the	parameter	q
[66].	 The	 maximum	 difference	 between	 the	 polynomial	 approximations	 and	 exact
numerical	solutions	given	in	the	graphic	form	is	about	2%.

TABLE	7.3	Load	Network	Parameters	for	0.6	<	q	<	1.0



TABLE	7.4	Load	Network	Parameters	for	1.0	<	q	<	1.65

7.5.2	Parallel-Circuit	Class	E
The	 theoretical	analysis	of	a	switchmode	parallel-circuit	Class-E	power	amplifier	with	a
series	filter,	whose	basic	circuit	schematic	is	shown	in	Fig.	7.54(a),	was	first	published	by
Kozyrev	with	calculation	of	the	voltage	and	current	waveforms	and	some	graphical	results
[28,	67].	The	load	network	consists	of	a	finite	dc-feed	inductor	L,	a	shunt	capacitor	C,	a
series	L0C0	resonant	circuit	tuned	to	the	fundamental	frequency,	and	a	load	resistor	R.	 In
this	case,	the	switch	sees	a	parallel	connection	of	the	load	resistor	R	and	parallel	LC	circuit
at	the	fundamental	frequency,	as	shown	in	Fig.	7.54(b),	where	also	the	real	and	imaginary
collector	 fundamental-frequency	 current	 components	 IX	 and	 IR	 and	 the	 real	 collector
fundamental-frequency	voltage	component	VR	are	indicated.



FIGURE	7.54	Equivalent	circuits	of	parallel-circuit	Class-E	power	amplifier.

In	 the	 case	 of	 a	 parallel-circuit	 Class-E	 load	 network	 without	 series	 phase-shifting
reactance,	because	the	parameter	q	is	unknown	a	priori,	generally	it	is	necessary	to	solve	a
system	of	 three	equations	 to	define	 the	 three	unknown	parameters	q,	p,	 and	ϕ.	The	 first
two	equations	are	the	result	of	applying	the	two	optimum	zero-voltage	and	zero-voltage-
derivative	 conditions	 given	 by	 Eq.	 (7.78)	 and	 (7.79)	 to	 Eq.	 (7.124).	 Because	 the



fundamental-frequency	 collector	 voltage	 is	 fully	 applied	 to	 the	 load,	 this	means	 that	 its
reactive	part	must	have	zero	value,	resulting	in	an	additional	equation

Solving	 the	 system	 of	 three	 equations	 with	 three	 unknown	 parameters	 numerically
gives	the	following	values	[68,	69]:

Figure	7.55	 shows	 the	normalized	 (a)	 load	current	and	collector	 (b)	voltage,	 and	 (c)
current	 waveforms	 for	 an	 idealized	 optimum	 parallel-circuit	 Class-E	 operation	 mode.
From	 collector	 voltage	 and	 current	waveforms,	 it	 follows	 that,	 similar	 to	 other	Class-E
subclasses,	there	is	no	nonzero	voltage	and	current	simultaneously.	When	this	happens,	no
power	loss	occurs	and	an	idealized	collector	efficiency	of	100%	is	achieved.





FIGURE	7.55	Normalized	(a)	load	current	and	collector	(b)	voltage	and	(c)	current
waveforms	for	idealized	optimum	parallel-circuit	Class	E.

By	 using	 Eqs.	 (7.131)	 through	 (7.134),	 the	 idealized	 optimum	 (or	 nominal)	 load
resistance	 R,	 parallel	 inductance	 L,	 and	 parallel	 capacitance	 C	 can	 be	 appropriately
obtained	by

The	dc	supply	current	I0	can	be	calculated	from	Eq.	(7.129)	as

The	phase	angle	φ	seen	from	the	device	collector	at	the	fundamental	frequency	can	be
represented	 either	 through	 the	 two	 quadrature	 fundamental-frequency	 current	 Fourier
components	IX	and	IR	or	as	a	function	of	the	load-network	elements	as

If	 the	 calculated	 value	 of	 the	 optimum	Class-E	 resistance	R	 is	 too	 small	 or	 differs
significantly	from	the	standard	load	impedance	(usually	equal	to	50	Ω),	it	is	necessary	to
use	an	additional	matching	circuit	to	deliver	maximum	output	power	to	the	load.	It	should
be	noted	that,	among	a	family	of	the	Class-E	load	networks,	a	parallel-circuit	Class-E	load
network	 offers	 the	 largest	 value	 of	 R,	 thus	 simplifying	 the	 final	 matching	 design
procedure.	 In	 this	 case,	 the	 first	 series	 element	 of	 such	matching	 circuits	 should	 be	 the
inductor	to	provide	high	impedance	conditions	for	harmonics,	as	shown	in	Fig.	7.56.



FIGURE	7.56	Parallel-circuit	Class-E	power	amplifier	with	lumped	matching	circuit.

The	 peak	 collector	 current	 Imax	 and	 peak	 collector	 voltage	Vmax	 can	 be	 determined
from	Eqs.	(7.121),	(7.124),	and	(7.147)	as

The	maximum	frequency	fmax	can	be	calculated	using	Eq.	(7.144)	and	(7.146)	when	C
=	Cout,	where	Cout	is	the	device	output	capacitance,	as

which	 is	 1.4	 times	 higher	 than	maximum	 operation	 frequency	 for	 an	 optimum	Class-E
power	amplifier	with	shunt	capacitance	[70].

7.5.3	Load	Networks	with	Transmission	Lines
At	microwave	 frequencies,	 the	 parallel	 inductance	L	 can	 be	 replaced	 by	 a	 short-length
short-circuited	transmission	line	TL,	as	shown	in	Fig.	7.57(a),	according	to





FIGURE	7.57	Equivalent	circuits	of	transmission-line	parallel-circuit	Class-E	power
amplifier.

where	 Z0	 and	 θ	 are	 the	 characteristic	 impedance	 and	 electrical	 length	 of	 such	 a
transmission	line,	respectively	[71].	By	using	Eq.	(7.145),	defining	the	idealized	optimum
(or	nominal)	parallel	inductance	L	for	a	parallel-circuit	Class-E	mode,	Eq.	(7.152)	can	be
rewritten	as

Generally,	 the	 load-network	circuit	 can	be	composed	with	any	 types	of	 transmission
lines,	 including	 open-or	 short-circuit	 stubs	 to	 provide	 the	 required	 matching	 and
harmonic-suppression	 conditions.	 In	 some	 cases,	 for	 example,	 for	 compact	 small-size
power-amplifier	modules	designed	for	handset	wireless	transmitters,	the	series	microstrip
lines	and	shunt	chip	capacitors	are	usually	used	in	 the	external	output	matching	circuits.
However,	 to	 maintain	 the	 optimum-switching	 conditions	 at	 the	 fundamental	 frequency,
such	 an	 output	 matching	 circuit	 should	 contain	 the	 series	 transmission	 line	 as	 the	 first
element,	as	shown	in	Fig.	7.57(b).

Figure	7.58(a)	shows	an	example	of	 the	 transmission-line	Class-E	 load	network	of	a
two-stage	1.75-GHz	GaAs	HBT	power	amplifier	with	an	output	power	of	33	dBm,	which
was	designed	for	a	cellular	handset	transmitter,	and	includes	the	series	microstrip	line	with
two	shunt	chip	capacitors	[68].	However,	because	of	the	fixed	certain	electrical	lengths	of
the	 transmission	 lines,	 it	 is	 impossible	 to	 realize	 simultaneously	 the	 required	 inductive
impedance	at	 the	fundamental	frequency	with	the	purely	capacitive	reactances	at	higher-
order	harmonics.	For	example,	at	 the	second	harmonic,	the	real	part	of	the	load	network
impedance	Znet(2ω0)	is	sufficiently	high,	as	shown	in	Fig.	7.58(b).	Nevertheless,	even	such
an	 approximation	 provides	 a	 good	 proximity	 to	 the	 parallel-circuit	 Class-E	 operation
mode,	resulting	in	a	high	operating	efficiency	of	the	power	amplifier.	In	this	case,	there	is
no	need	to	use	an	additional	RF	choke	for	dc	supply	current,	because	its	function	can	be
performed	 by	 the	 same	 short-length	 parallel	 microstrip	 line	 required	 to	 provide	 an
optimum	inductive	impedance	at	the	fundamental	frequency.



FIGURE	7.58	Transmission-line	load	network	of	parallel-circuit	Class-E	power	amplifier
for	handset	application.

The	 circuit	 schematic	of	 a	 two-stage	 InGaP/GaAs	HBT	power	 amplifier	 intended	 to
operate	 in	 the	WCDMA	handset	 transmitters	 is	 shown	 in	Fig.	7.59(a)	 [72].	 The	MMIC
part	 of	 this	 power	 amplifier	 contains	 the	 transistors	 with	 emitter	 areas	 of	 the	 first	 and



second	 stage	 as	 large	 as	 540	 μm2	 and	 3600	 μm2,	 input	 matching	 circuit,	 interstage
matching	circuit,	and	bias	circuits	on	a	die	with	dimensions	of	less	than	1	mm2.	Without
any	tuning	of	the	output	matching	circuit,	a	saturated	output	power	greater	than	30	dBm
and	a	PAE	greater	 than	50%	were	obtained.	Using	high-Q	capacitors	 in	output	matching
circuit	can	improve	the	power-added	efficiency	by	about	8%.	At	the	same	time,	this	power
amplifier	 without	 any	 additional	 tuning	 can	 provide	 the	 high-linearity	 performance	 for
WCDMA	band	 (1920–1980	MHz)	 at	 a	 3.5-dB	backoff	 output	 power	of	 27	dBm	with	 a
power	gain	of	22.6	dB	and	a	sufficiently	high	efficiency.	The	measured	PAE	reached	value
of	38.3%	at	 center	 bandwidth	 frequency	of	 1.95	GHz	with	 an	 adjacent	 channel	 leakage
power	ratio	(ACLR)	of	–37	dBc	at	a	5-MHz	offset.





FIGURE	7.59	Schematics	of	Class-E	power	amplifiers	with	transmission-line	matching.

Figure	 7.59(b)	 shows	 the	 circuit	 schematic	 of	 a	 1-GHz	 12-V	LDMOSFET	 parallel-
circuit	Class-E	power	amplifier	with	a	drain	efficiency	of	70.4%	and	an	output	power	of
more	than	38	dBm	[73].	In	this	case,	the	series	LC	resonant	circuit	is	replaced	by	a	low-
pass	 L-type	 output	 matching	 circuit	 with	 a	 series	 transmission	 line	 to	 match	 the	 low
optimum	Class-E	resistance	to	a	50-Ω	load,	having	almost	zero	series	excessive	reactance
X.	The	quarterwave	 transmission	 line	 in	 the	gate	bias	circuit	provides	RF	 isolation	from
the	dc-voltage	supply,	and	the	12-Ω	gate	resistor	is	required	for	stability	reason.
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CHAPTER	8



I

Broadband	Power	Amplifiers

n	many	telecommunication,	radar,	or	testing	systems,	the	transmitters	operate	in	a	very
wide	 frequency	 range,	 for	 example,	 1.5	 to	 30	 MHz	 in	 high-frequency	 (HF)

transceivers,	225	 to	400	MHz	 in	military	 frequency-agility	systems,	470	 to	860	MHz	 in
ultra–high-frequency	 (UHF)	 TV	 transmitters,	 or	 2	 to	 8	 GHz	 and	 6	 to	 18	 GHz	 in
microwave	 applications.	 The	 power	 amplifier	 design	 based	 on	 a	 broadband	 concept
provides	 some	 advantages	 when	 there	 is	 no	 need	 to	 tune	 resonant	 circuits,	 and	 it	 is
possible	to	realize	fast	frequency	agility	or	to	transmit	a	wide	multimode	signal	spectrum.
However,	 there	are	many	factors	 that	 restrict	 the	frequency	bandwidth	depending	on	 the
active	 device	 parameters.	 For	 example,	 it	 is	 quite	 easy	 to	 provide	 multioctave
amplification	 from	 very	 low	 frequencies	 up	 to	 UHF	 band	 using	 the	 power	 MOSFET
devices	when	lossy	gain	compensation	is	easily	provided.	This	can	be	possible	due	to	the
some	margin	 in	 a	 power	 gain	 at	 lower	 frequencies	 for	 these	 devices,	 because	 its	 value
decreases	 with	 frequency	 by	 approximately	 6	 dB	 per	 octave.	 Besides,	 lossy	 gain-
compensating	 networks	 can	 provide	 lower	 input	 reflection	 coefficients,	 smaller	 gain
ripple,	 more	 predictable	 amplifier	 design,	 and	 can	 contribute	 to	 the	 amplifier	 stability
factors	 that	 are	 superior	 to	 those	 of	 lossless	 matching	 networks.	 At	 higher	 frequencies
when	 the	 device	 input	 impedance	 is	 significantly	 smaller	 and	 influence	 of	 its	 internal
feedback	 and	 parasitic	 parameters	 is	 substantially	 higher,	 it	 is	 necessary	 to	 use
multisection	matching	networks	with	lumped	and	distributed	elements.

Generally,	the	matching	design	procedure	is	based	on	the	methods	of	circuit	analysis,
optimization,	 and	 synthesis.	 According	 to	 the	 first	 one,	 the	 circuit	 parameters	 are
calculated	 at	 one	 frequency	 chosen	 in	 advance	 (usually	 the	 center	 or	 high	 bandwidth
frequency),	 and	 then	 the	 power	 amplifier	 performance	 is	 analyzed	 across	 the	 entire
frequency	 bandwidth.	 In	 order	 to	 synthesize	 the	 broadband	 matching/compensation
network,	it	is	necessary	to	choose	the	maximum	attenuation	level	or	reflection	coefficient
magnitude	inside	the	operating	frequency	bandwidth	and	then	to	obtain	the	parameters	of
matching	networks	by	using	 special	 tables	 and	 formulas	 to	 convert	 the	 lumped	 element
into	 distribute	 ones.	 For	 push-pull	 power	 amplifiers,	 it	 is	 very	 convenient	 to	 use	 both
lumped	and	distributed	parameters	when	the	lumped	capacitors	are	connected	in	parallel
to	the	microstrip	lines	due	to	the	effect	of	virtual	ground.

8.1	Bode-Fano	Criterion
Generally,	 the	 design	 for	 a	 broadband	 matching	 circuit	 should	 solve	 a	 problem	 with
contradictory	 requirements	 when	 wider	 matching	 bandwidth	 is	 required	 with	 minimum
reflection	coefficient,	or	how	 to	minimize	 the	number	of	 the	matching	network	 sections
for	 a	 given	 wideband	 specification.	 The	 necessary	 requirements	 are	 determined	 by	 the
Bode-Fano	 criterion,	 which	 gives	 (for	 certain	 canonical	 types	 of	 load	 impedances)	 a
theoretical	 limit	 on	 the	maximum	 reflection	 coefficient	magnitude	 that	 can	 be	 obtained
with	an	arbitrary	matching	network	[1,	2].



For	the	lossless	matching	networks	with	a	parallel	RC	 load	shown	in	Fig.	8.1(a)	and
with	a	series	LR	load	shown	in	Fig.	8.1(b),	the	Bode-Fano	criterion	states	that

FIGURE	8.1	Loaded	lossless	matching	circuits.

where	 Γ(ω)	 is	 the	 input	 reflection	 coefficient	 seen	 looking	 into	 the	 arbitrary	 lossless
matching	network	and	τ	=	RC	=	L/R.

For	the	lossless	matching	networks	with	a	series	RC	load	shown	in	Fig.	8.1(c)	and	with
a	parallel	LR	load	shown	in	Fig.	8.1(d),	the	Bode-Fano	integral	is	written	as

The	 mathematical	 relationships	 expressed	 by	 Eqs.	 (8.1)	 and	 (8.2)	 reflect	 the	 flat



responses	of	an	ideal	filter	over	the	required	frequency	bandwidth,	as	shown	in	Fig.	8.2	for
two	 different	 cases.	 For	 the	 same	 load,	 both	 plots	 illustrate	 the	 important	 tradeoff:	 the
wider	 the	matching	 network	 bandwidth,	 the	worse	 the	 reflection	 coefficient	magnitude.
From	Eq.	(8.1)	it	follows	that,	when	|Γ(ω)|	is	constant	and	equal	to	|Γ|max	over	a	frequency
band	of	width	Δω	and	|Γ(ω)|	=	1	otherwise,

FIGURE	8.2	Ideal	filter	flat	responses.

As	a	result,

where	Δω	=	ω2	−	ω1.

Similarly,	for	the	lossless	network	with	a	series	RC	load	and	with	a	parallel	LR	load,

where	 	 is	 the	 center	 bandwidth	 frequency.	 It	 should	 be	 noted	 that	 the
theoretical	 bandwidth	 limits	 can	 be	 realized	 only	 with	 an	 infinite	 number	 of	 matching
network	 sections.	 The	 frequency	 bandwidth	 with	 a	 maximum	 reflection	 coefficient
magnitude	is	determined	by	a	loaded	quality	factor	QL	=	ω0τ	for	the	series	RL	or	parallel
RC	circuit	and	by	QL	=	1/(ω0τ)	for	the	parallel	RL	or	series	RC	circuit,	respectively.	The
Chebyshev	matching	transformer	with	a	finite	number	of	sections	can	be	considered	as	a



close	 approximation	 to	 the	 ideal	 passband	 network	 when	 the	 ripple	 of	 the	 Chebyshev
response	is	made	equal	to	|Γ|max.	By	combining	matching	theory	with	the	closed	formulas
for	 the	 element	 values	 of	 a	 Chebyshev	 low-pass	 filter,	 explicit	 formulas	 for	 optimum
matching	networks	can	be	obtained	in	certain	simple	but	common	cases	[3].	For	example,
analytic	closed-form	solutions	for	 the	design	of	optimum	matching	networks	up	 through
order	n	=	4	can	be	derived	[4].

Generally,	Eqs.	(8.4)	and	(8.5)	can	be	rewritten	in	a	simplified	form

where	Q0	=	ω0/Δω.

8.2	Matching	Networks	with	Lumped	Elements
To	correctly	design	the	broadband	matching	circuits	for	the	transistor	power	amplifiers,	it
is	necessary	to	transform	and	match	the	device	complex	impedances	with	the	source	and
load	impedances,	which	are	usually	resistive	and	equal	to	50	Ω.	For	high-power	or	low-
supply	voltage	cases,	the	device	impedances	may	be	small	enough,	and	it	needs	to	include
an	 ideal	 transformer	 (IT)	 together	with	 a	matching	 circuit,	 as	 shown	 in	Fig.	8.3.	 In	 this
case,	 such	 an	 ideal	 transformer	 provides	 only	 a	 required	 transformation	 between	 the
source	resistance	RS	and	the	input	impedance	of	the	matching	circuit,	and	does	not	have
any	effect	on	the	circuit	frequency	characteristics.

FIGURE	8.3	Matching	circuit	with	ideal	transformer.



To	 implement	 such	 an	 ideal	 transformer	 to	 the	 impedance-transforming	 circuit,	 it	 is
useful	 to	 operate	with	 the	Norton	 transform.	As	 a	 result,	 an	 ideal	 transformer	with	 two
capacitors	C1	and	C2,	which	is	shown	in	Fig.	8.4(a),	can	be	equivalently	replaced	by	three
capacitors	CI,	CII,	 and	CIII	 connected	 in	 the	 form	 of	 a	 π-transformer,	 as	 shown	 in	 Fig.
8.4(b).	Their	values	are	determined	by

FIGURE	8.4	Capacitive	impedance-transforming	circuits.

where	nT	is	the	transformation	coefficient.	In	this	case,	all	of	the	parameters	of	these	two-
port	 networks	 are	 assumed	 identical	 at	 any	 frequency.	 However,	 such	 a	 replacement	 is
possible	only	 if	 the	capacitance	CIII	obtained	by	Eq.	 (8.9)	 is	positive	and,	 consequently,
physically	realizable.

Similarly,	an	ideal	transformer	with	two	inductors	L1	and	L2,	as	shown	in	Fig.	8.5(a),
can	 be	 replaced	 by	 three	 inductors	 LI,	 LII,	 and	 LIII	 connected	 in	 the	 form	 of	 a	 T-
transformer,	as	shown	in	Fig.	8.5(b),	with	values	determined	by



FIGURE	8.5	Inductive	impedance-transforming	circuits.

Again,	this	replacement	is	possible	only	if	the	inductance	LIII	defined	by	Eq.	(8.12)	is
positive	and,	consequently,	physically	realizable.

The	broadband	 impedance-transforming	circuits	generally	 represent	 the	 transforming
bandpass	 filters	when	 the	 in-band	matching	 requirements	with	 specified	 ripple	must	 be
satisfied.	 In	 this	 case,	 the	 out-of-band	mismatching	 can	 be	 very	 significant.	One	 of	 the
design	methods	of	such	matching	circuits	is	based	on	the	theory	of	transforming	the	low-
pass	filters	of	a	ladder	configuration	of	series	inductors	alternating	with	shunt	capacitors,
whose	 two-section	 equivalent	 representation	 is	 shown	 in	 Fig.	 8.6.	 For	 a	 large	 ratio	 of
R0/R5,	mismatching	at	zero	frequency	is	sufficiently	high,	and	such	a	matching	circuit	can
be	treated	as	a	bandpass	impedance-transforming	filter.



FIGURE	8.6	Two-section	impedance-transforming	circuit.

Table	8.1	gives	the	maximum	passband	ripples	and	coefficients	g1	and	g2	required	to
calculate	 the	 parameters	 of	 a	 two-section	 low-pass	 Chebyshev	 filter	 for	 different
transformation	ratios	r	=	R0/R5	and	frequency	bandwidths	w	=	2(f2	−	f1)/(f2	+	f1),	where	f2
and	f1	are	the	high-	and	low-bandwidth	frequencies,	respectively	[5].	The	coefficients	g3
and	g4	are	calculated	as	g3	=	rg2	and	g4	=	g1/r,	respectively,	and	the	circuit	elements	can
be	obtained	by



TABLE	8.1	Two-Section	Low-Pass	Chebyshev	Filter	Parameters



where	 	is	the	center	bandwidth	frequency.

As	an	example,	consider	the	design	of	a	broadband	input	matching	circuit	in	the	form
of	a	two-section	low-pass	transforming	filter	shown	in	Fig.	8.6,	with	a	center	bandwidth
frequency	 f0	=	3	GHz,	 to	match	 the	 source	 impedance	RS	=	R0	 =	 50	Ω	with	 the	device
input	impedance	Zin	=	Rin	+	jω0Lin,	where	Rin	=	R5	=	2	Ω,	Lin	=	L4	=	0.223	nH,	and	ω0	=
2πf0.	 The	 value	 of	 the	 series	 input	 device	 inductance	 Lin	 =	L4	 is	 chosen	 to	 satisfy	 the
requirements	of	Table	8.1	for	r	=	25	and	w	=	0.4	with	maximum	ripple	of	0.156725	when
g1	=	2.31517	and	g2	=	0.422868.	From	Eq.	(8.14),	it	follows	that

As	a	result,	the	circuit	parameters	shown	in	Fig.	8.7(a)	are	calculated	from	Eqs.	(8.13)
and	(8.14),	 thus	 resulting	 in	 the	corresponding	circuit	 frequency	 response	shown	 in	Fig.
8.7(b)	 with	 the	 required	 passband	 from	 2.6	 to	 3.4	 GHz.	 The	 particular	 value	 of	 the
inductance	Lin	is	chosen	for	the	design	convenience.	If	this	value	differs	from	the	required
value,	 it	 means	 that	 it	 is	 necessary	 to	 change	 the	 maximum	 frequency	 bandwidth,	 the
power	ripple,	or	the	number	of	ladder	sections.





FIGURE	8.7	Two-section	broadband	low-pass	matching	circuit	and	its	frequency	response.

Another	 approach	 is	 based	 on	 the	 transformation	 from	 the	 low-pass	 impedance-
transforming	prototype	filters,	 the	simple	L-,	T-,	and	π-type	equivalent	circuits	of	which
are	shown	in	Fig.	8.8,	to	the	bandpass	impedance-transforming	filters.	Table	8.2	gives	the
parameters	 of	 the	 low-pass	 impedance-transforming	 Chebyshev	 filters-prototypes	 for
different	maximum	in-band	ripples	and	number	of	elements	n	[6].	This	transformation	can
be	obtained	using	the	frequency	substitution	as

FIGURE	8.8	Lumped	L-,	p-	and	T-type	impedance-transforming	circuits.



TABLE	8.2	Parameters	of	Low-Pass	Chebyshev	Filters-Prototypes

where	 	is	the	center	bandwidth	frequency,	Dω	=	ω2	−	ω1	is	the	passband,	ω1
and	ω2	are	the	low	and	high	edges	of	the	passband,	respectively.

As	a	result,	a	series	inductor	Lk	is	transformed	into	a	series	LC	circuit	according	to

where



Similarly,	a	shunt	capacitor	Ck	is	transformed	into	a	shunt	LC-circuit	as

where

The	 low-pass	 impedance-transforming	 prototype	 filter	 will	 be	 transformed	 to	 the
bandpass	 impedance-transforming	 filter	when	 all	 its	 series	 elements	 are	 replaced	by	 the
series	 resonant	circuits	and	all	 its	parallel	elements	are	 replaced	by	 the	parallel	 resonant
circuits,	 where	 each	 of	 them	 are	 tuned	 to	 the	 center	 bandwidth	 frequency	 ω0.	 The
bandpass	filter	elements	can	be	calculated	from

where	 k	 is	 an	 element	 serial	 number	 for	 the	 low-pass	 prototype	 filter	 and	 gk	 are	 the
appropriate	coefficients	given	by	Table	8.2.

Consider	the	design	of	the	low-pass	prototype	filter	for	a	given	maximum	ripple	level
in	a	frequency	range	up	to	ω2(2)	for	two-element	filter	and	up	to	ω2(3)	for	three	elements,
as	shown	in	Fig.	8.9(a).	Then,	for	a	selected	arbitrary	frequency	ω0,	a	series	capacitance	is
added	 to	 each	 inductance	 and	 a	 parallel	 inductance	 is	 added	 to	 each	 capacitance	on	 the
assumption	 that	 all	 these	 resonant	 circuits	 are	 tuned	 to	 the	 selected	 frequency	ω0.	As	 a
result,	a	new	bandpass	filter	will	be	realized	with	the	same	ripple,	as	shown	in	Fig.	8.9(b)
for	n	=	2	and	n	=	3	with	the	passbands	Δω(2)	and	Δω(3),	respectively.	Their	elements	are
calculated	according	to	Eqs.	(8.20)	and	(8.21).



FIGURE	8.9	Maximum	ripple	level	versus	frequency	bandwidth.

The	maximum	ripple	level	shown	in	Fig.	8.9	determines	the	insertion	loss	IL	(or	power
loss	ratio	PLR)	through	the	magnitude	of	the	reflection	coefficient	Γ	as

For	an	n-order	Chebyshev	low-pass	filter,	PLR	can	be	obtained	by

where	ωc	is	the	cutoff	frequency.	The	passband	response	has	equal	ripples	of	amplitude	1
+	k2,	and	the	n-order	Chebyshev	polynomials	are

Higher-order	polynomials	can	be	found	using	recurrence	form	of

where	x	=	ω/ωc.



Generally,	the	low-pass	prototype	filters	obtained	on	their	basis	bandpass	filters	do	not
perform	an	 impedance	 transformation.	The	 input	 and	output	 resistances	 are	 either	 equal
for	the	symmetric	T-	or	π-type	filters	shown	in	Fig.	8.8(a,	b)	where	g4	=	1	or	their	ratio	is
too	small	for	L-type	filters,	as	those	shown	in	Fig.	8.8(c,	d),	where	g3	<	2.	Therefore,	 in
this	case,	 it	 is	necessary	 to	use	an	 ideal	 transformer	concept.	This	approach	 is	based	on
using	the	existing	data	tables,	from	which	the	parameters	of	such	impedance-transforming
networks	can	be	easily	calculated	for	a	given	quality	factor	of	the	device	input	or	output
circuit.	However,	they	can	also	be	very	easily	verified	or	optimized	by	using	a	computer-
aided	 design	 (CAD)	 optimization	 procedure	 incorporating	 in	 any	 comprehensive	 circuit
simulator.

Consider	 the	 design	 example	 of	 the	 broadband	 interstage	 impedance-transforming
filter	 with	 the	 center	 bandwidth	 frequency	 of	 1	 GHz	 to	 match	 the	 output	 driver-stage
circuit	with	 the	input	final-stage	circuit	of	 the	power	amplifier,	as	shown	in	Fig.	8.10(a)
[7].	In	this	case,	it	is	convenient	initially	to	convert	the	parallel	connection	of	the	device
output	resistance	Rout	and	capacitance	Cout	into	the	corresponding	series	connection	at	the
center	bandwidth	frequency	ω0	according	to





FIGURE	8.10	Impedance-transformer	design	procedure	using	low	pass	filter-prototype.

as	shown	in	Fig.	8.10(b).

For	the	three-element	low-pass	impedance-transforming	prototype	filter	shown	in	Fig.
8.8(a)	with	a	maximum	in-band	ripple	of	0.1	dB,	we	can	obtain	g1	=	g3	=	1.0315,	g2	 =
1.1474,	 and	 g4	 =	 1	 for	 n	 =	 3	 from	 Table	 8.2.	 According	 to	 Eq.	 (8.21),	 the	 relative
frequency	bandwidth	in	this	case	is	defined	as

based	on	a	value	of	which	 the	 shunt	 capacitance	C2	 can	be	 calculated	using	Eq.	 (8.20),
thus	 resulting	 in	 a	 capacitive	 reactance	 equal	 to	 0.215	 Ω.	 The	 inductive	 reactance
corresponding	to	a	series	inductance	Lin	is	equal	to	9.42	Ω.

To	convert	the	low-pass	filter	to	its	bandpass	prototype,	it	is	necessary	to	connect	the
capacitor	in	series	to	the	input	inductor	and	the	inductor	in	parallel	to	the	shunt	capacitor
and	calculate	with	the	same	reactances	to	resonate	at	the	center	bandwidth	frequency	ω0,
as	shown	in	Fig.	8.10(c),	where	an	ideal	transformer	IT	with	the	transformation	coefficient

	is	included.	Here,	the	reactances	for	each	series	element	are	equal	to
9.42	Ω,	whereas	those	for	each	parallel	element	are	equal	to	0.215	Ω,	respectively.	Then,
moving	 the	 corresponding	 elements	 with	 transformed	 parameters	 (each	 inductive	 and
capacitive	 reactance	 is	multiplied	 by	 )	 to	 the	 left-hand	 side	 of	 IT	 in	 order	 to	 apply	 a
Norton	 transform	 gives	 the	 circuit	 shown	 in	 Fig.	 8.10(d),	 where	 the	 required	 series
elements	with	reactances	of	 	are	realized	by	the	inductance	Lout,	converted	device
output	 capacitance	C′out,	 and	 additional	 elements	L′	 and	C′.	 Finally,	 by	 using	 a	Norton
transform	shown	in	Fig.	8.4	with	the	ideal	transformer	IT	and	two	capacitors,	the	resulting
impedance	matching	bandpass	filter	is	obtained,	as	shown	in	Fig.	8.11(a).



FIGURE	8.11	Impedance-transforming	bandpass	filter	and	its	frequency	response.

The	frequency	response	of	the	filter	with	minimum	in-band	ripple	and	significant	out-
of-band	 suppression	 is	 shown	 in	 Fig.	 8.11(b).	 In	 the	 case	 of	 serious	 difficulties	 with
practical	implementation	of	a	very	small	inductance	of	0.22	nH	or	a	very	large	capacitance
of	109	pF,	it	is	possible	to	design	a	multisection	low-pass	impedance-transforming	circuit.

Figure	8.12(a)	shows	the	circuit	schematic	of	a	microwave	broadband	amplifier	using
a	 1-μm	 GaAs	 FET	 (field	 effect	 transistor)	 packaged	 transistor,	 where	 the	 input
multisection	matching	circuit	is	designed	to	provide	the	required	gain	taper	and	both	input
and	 output	 matching	 circuits	 are	 optimized	 to	 provide	 broadband	 impedance
transformation	[8].	As	a	result,	a	nominal	power	gain	of	8	dB	with	a	maximum	deviation
of	 ±0.07%	 in	 a	 frequency	 range	 of	 7	 to	 14	GHz	was	 achieved.	 In	 the	 first	 monolithic
broadband	 GaAs	 FET	 amplifier,	 the	 input	 and	 output	 matching	 circuits	 were	 based	 on
lumped	 elements	 fabricated	 together	 with	 the	 FET	 device	 on	 a	 semi-insulating	 high-
resistivity	gallium-arsenide	substrate	with	a	total	size	of	1.8	×	1.2	mm2,	providing	a	power
gain	of	4.5	±	0.9	dB	with	an	output	power	of	11	dBm	at	1-dB	gain	compression	from	7.0
to	11.7	GHz	[9].



FIGURE	8.12	Schematics	of	broadband	lumped-element	microwave	FET	amplifiers.

The	 circuit	 diagram	 of	 a	 two-stage	 pHEMT	 MMIC	 power	 amplifier	 for	 Ku-band
applications	 is	 shown	 in	 Fig.	 8.12(b),	 where	 the	 lumped	 components	 were	 used	 in	 the
input,	interstage,	and	output	matching	circuits	to	minimize	the	overall	chip	size	[10].	Here,
the	 topology	 of	 each	 matching	 network	 represents	 a	 double-resonant	 circuit	 to	 form	 a
broadband	impedance	transformer,	which	includes	a	shunt	inductor	in	series	with	a	bypass
capacitor	 to	 provide	 a	 dc	 path,	 a	 series	 blocking	 capacitor,	 and	 a	 low-pass	 L-section
transformer.	In	this	case,	for	a	8.4-mm	driver-stage	pHEMT	and	a	16.8-mm	power-stage
pHEMT,	a	saturated	output	power	of	38.1	dBm	(6.5	W),	a	small-signal	gain	of	10.5	dB,
and	a	peak	PAE	of	24.6%	from	13.6	to	14.2	GHz	were	achieved	with	a	chip	size	of	MMIC
as	 small	 as	 3.64	×	2.35	mm2.	Based	on	 the	T-shape	 combining	 transformers	with	 three
individual	inductors	implemented	in	a	0.15-μm	pHEMT	technology,	a	broadband	MMIC
power	amplifier	combining	two	pHEMT	devices	with	an	overall	400-μm	gate-width	size
achieved	a	saturated	output	power	of	22	to	23.5	dBm	and	a	power	gain	over	10	dB	from
17	 to	35	GHz	 [11].	 In	a	90-nm	standard	CMOS	process,	 a	 canonical	doubly	 terminated
third-order	 bandpass	 network	 was	 converted	 to	 the	 output	 matching	 topology,	 which
provides	 both	 impedance	 transformation	 and	 differential-to-single-ended	 power
combining	[12].	The	power	amplifier	achieved	a	3-dB	bandwidth	from	5.2	to	13	GHz	with



a	25.2-dBm	peak	saturated	output	power	and	a	peak	PAE	of	21.6%.

8.3	Matching	Networks	with	Mixed	Lumped	and
Distributed	Elements

The	matching	circuits,	which	 incorporate	mixed	 lumped	and	 transmission-line	elements,
are	widely	used	both	in	hybrid	and	monolithic	design	techniques.	Such	matching	circuits
are	very	convenient	when	designing	the	push-pull	power	amplifiers	with	effect	of	virtual
grounding,	where	the	shunt	capacitors	are	connected	between	two	series	microstrip	lines.
According	 to	 the	 quasi-linear	 transformation	 technique,	 the	 basic	 four-step	 design
procedure	consists	of	an	appropriate	choice	of	the	lumped	prototype	schematic,	resulting
in	 near-maximum	gain	 across	 the	 required	 frequency	 bandwidth,	 its	 decomposition	 into
subsections,	 their	 replacement	 by	 almost	 equivalent	 distributed	 circuits,	 and	 then	 the
application	of	an	optimization	 technique	 to	minimize	power	variation	over	 the	operation
frequency	bandwidth	[13].

A	periodic	lumped	LC	structure	in	the	form	of	a	low-pass	ladder	π-network	is	used	as	a
basis	for	 the	 lumped	matching	prototype.	Then,	 the	 lumped	prototype	should	be	split	up
into	 individual	 π-type	 sections	 with	 equal	 capacitances	 by	 consecutive	 step-by-step
process	 and	 replaced	 by	 their	 equivalent	 distributed	 network	 counterparts.	 Finally,	 the
complete	mixed	matching	 structure	 is	 optimized	 to	 improve	 the	 overall	 performance	by
employing	 standard	 nonlinear	 optimization	 routine	 on	 the	 element	 values.	 Note	 that
generally	 the	 lumped	prototype	 structure	 can	be	decomposed	 into	different	 subnetworks
including	also	L-type	matching	sections	and	individual	capacitors	or	inductors.

For	a	single-frequency	equivalence	between	lumped	and	distributed	elements,	the	low-
pass	 lumped	 π-type	 ladder	 section	 can	 be	 made	 equivalent	 to	 a	 symmetrically	 loaded
transmission	 line	 at	 the	 certain	 frequency,	 as	 shown	 in	 Fig.	 8.13(a).	 The	 transmission
ABCD-matrices	 of	 these	 lumped	 and	 distributed	 ladder	 sections	 can	 be	 written,
respectively,	as





FIGURE	8.13	Transforming	design	procedure	for	lumped	and	distributed	matching	circuits.

where	θ0	is	the	electrical	length	of	a	transmission	line	at	the	center	bandwidth	frequency
ω0.

Consequently,	because	 these	 two	circuits	are	equivalent,	equal	matrix	elements	AL	=
AT	and	BL	=	BT	can	be	rewritten	as

After	 Eqs.	 (8.33)	 and	 (8.34)	 are	 solved,	 the	 characteristic	 impedance	 Z0	 and	 shunt
capacitance	CT	can	be	explicitly	calculated	by

To	 provide	 the	 design	 method	 using	 a	 single-frequency	 equivalent	 technique,	 the
following	consecutive	design	steps	can	be	performed:

Designate	the	lumped	π-type	C1-L1-C2	section	to	be	replaced.

From	a	chosen	π-type	C1-L1-C2	section,	form	the	symmetrical	C-L-C	ladder	section
with	equal	capacitances	C,	as	shown	in	Fig.	8.13(b).	The	choice	of	capacitances	is
arbitrary,	but	their	values	cannot	exceed	the	minimum	of	(C1,	C2).

Calculate	the	parameters	of	the	symmetrical	CT-TL-CT	section	using	the	parameters
of	the	lumped	equivalent	π-section	by	setting	the	electrical	length	θ0	of	the
transmission	line	according	to	Eqs.	(8.35)	and	(8.36).	Here,	it	is	assumed	that	the
minimum	of	the	capacitances	C1	and	C2	should	be	CT	or	greater	so	that	CT	can	be
readily	embedded	in	the	new	CT-TL-CT	section.

Finally,	replace	the	π-type	C1-L1-C2	ladder	section	by	the	equivalent	symmetrical
CT-TL-CT	section	and	combine	adjacent	shunt	capacitances,	as	shown	in	Fig.	8.13(b),
where	the	loaded	shunt	capacitances	CA	and	CB	are	given	as	CA	=	C1′	+	CT	and	CB	=
C2′	+	CT.

Figure	 8.14(a)	 shows	 the	 circuit	 schematic	 of	 a	 simulated	 broadband	 28-V
LDMOSFET	power	amplifier.	To	provide	an	output	power	of	about	15	W	with	a	power
gain	 of	 greater	 than	 10	 dB	 in	 a	 frequency	 range	 of	 225	 to	 400	MHz,	 an	 LDMOSFET
device	with	a	gate	geometry	of	1.25	μm	×	40	mm	was	chosen.	In	this	case,	the	matching
design	 technique	 is	 based	 on	 using	 multisection	 low-pass	 networks,	 with	 two	 p-type
sections	 for	 the	 input	 matching	 circuit	 and	 one	 p-type	 section	 for	 the	 output	 matching
circuit.	 The	 sections	 adjacent	 to	 the	 device	 input	 and	 output	 terminals	 incorporate	 the
corresponding	 internal	 input	 gate-source	 and	 output	 drain-source	 device	 capacitances.
Because	 a	 ratio	 between	 the	 device	 equivalent	 output	 resistance	 at	 the	 fundamental	 for



several	tens	of	watts	of	output	power	and	the	load	resistance	of	50	Ω	is	not	significant,	it	is
sufficient	to	be	limited	to	only	one	matching	section	for	the	output	matching	network.





FIGURE	8.14	Circuit	schematic	and	performance	of	broadband	LDMOSFET	power
amplifier.

Once	 a	 matching	 network	 structure	 is	 chosen,	 based	 on	 the	 requirements	 for	 the
electrical	performance	and	frequency	bandwidth,	the	simplest	and	fastest	way	is	to	apply
an	 optimization	 procedure	 using	 CAD	 simulators	 to	 satisfy	 certain	 criteria.	 For	 such	 a
broadband	 power	 amplifier,	 these	 criteria	 can	 be	 the	minimum	output	 power	 ripple	 and
input	 return	 loss	 with	 maximum	 power	 gain	 and	 efficiency.	 To	 minimize	 the	 overall
dimensions	of	the	power	amplifier	board,	the	shunt	microstrip	line	in	the	drain	circuit	can
be	 treated	 as	 an	 element	 of	 the	 output	matching	 circuit	 and	 its	 electrical	 length	 can	 be
considered	 as	 a	 variable	 to	 be	 optimized.	 Applying	 a	 nonlinear	 broadband	 CAD
optimization	 technique	 implemented	 in	 any	 high-level	 circuit	 simulator	 and	 setting	 the
ranges	 of	 electrical	 length	 of	 the	 transmission	 lines	 between	 0	 and	 90°	 and	 parallel
capacitances	from	0	to	100	pF,	we	can	potentially	obtain	the	parameters	of	the	input	and
output	matching	circuits.	The	characteristic	impedances	of	all	transmission	lines	can	be	set
to	50	Ω	for	simplicity	and	convenience	of	the	circuit	implementation.	However,	to	speed
up	this	procedure,	it	is	best	to	optimize	circuit	parameters	separately	for	input	and	output
matching	 circuits	 with	 the	 device	 equivalent	 input	 and	 output	 impedances:	 a	 series	RC
circuit	for	the	device	input	and	a	parallel	RC	circuit	for	the	device	output.	It	is	sufficient	to
use	a	fast	linear	optimization	process,	which	will	take	only	a	few	minutes	to	complete	the
matching	 circuit	 design.	 Then,	 the	 resulting	 optimized	 values	 are	 incorporated	 into	 the
overall	power	amplifier	circuit	for	each	element	and	final	optimization	is	performed	using
a	 large-signal	 active	device	model.	 In	 this	 case,	 the	optimization	process	 is	 finalized	by
choosing	 the	 nominal	 level	 of	 input	 power	with	 optimizing	 elements	 in	much	 narrower
ranges	of	their	values	of	about	10	to	20%	for	most	critical	elements.	Figure	8.14(b)	shows
the	simulated	broadband	power	amplifier	performance,	with	an	output	power	of	43.5	±	1.0
dBm	and	a	power	gain	of	13.5±1.0	dB	in	a	frequency	bandwidth	of	225	to	400	MHz.

8.4	Matching	Networks	with	Transmission	Lines
The	 lumped	 or	 mixed	 matching	 networks	 generally	 work	 well	 at	 sufficiently	 low
frequencies	 (up	 to	 one	 or	 several	 gigahertz).	 However,	 the	 lumped	 elements	 such	 as
inductors	and	capacitors	are	difficult	 to	implement	at	microwave	frequencies	where	they
can	 be	 treated	 as	 distributed	 elements.	 In	 addition,	 the	 quality	 factors	 for	 inductors	 are
sufficiently	small	that	they	contribute	to	additional	losses.

Generally,	 the	 design	 of	 a	 practical	 distributed	 filter	 circuit	 is	 based	 on	 some
approximate	 equivalence	 between	 lumped	 and	 distributed	 elements,	 which	 can	 be
established	by	applying	Richards’s	 transformation	 [14].	This	 implies	 that	 the	distributed
circuits	 composed	 of	 equal-length	 open-	 and	 short-circuited	 transmission	 lines	 can	 be
treated	as	lumped	elements	under	the	transformation

where	s	=	jω/ωc	is	the	conventional	normalized	complex	frequency	variable	and	ω0	is	the
radian	frequency	for	which	the	transmission	lines	are	a	quarter	wavelength	[15].



As	a	result,	the	one-port	impedance	of	a	short-circuited	transmission	line	corresponds
to	the	reactive	impedance	of	a	lumped	inductor	ZL	as

Similarly,	the	one-port	admittance	of	an	open-circuited	transmission	line	corresponds
to	the	reactive	admittance	of	a	lumped	capacitor	YC	as

The	results	given	by	Eqs.	(8.38)	and	(8.39)	show	that	an	inductor	can	be	replaced	with
a	short-circuited	stub	of	the	electrical	length	θ	=	πw/(2ω0)	and	characteristic	impedance	Z0
=	L,	 whereas	 a	 capacitor	 can	 be	 replaced	 with	 an	 open-circuited	 stub	 of	 the	 electrical
length	θ	=	ω/(2ω0)	and	characteristic	impedance	Z0	=	1/C	when	a	unity-filter	characteristic
impedance	is	assumed.

From	Eq.	(8.37),	it	follows	that,	for	a	low-pass	filter	prototype,	the	cutoff	occurs	when
ω	=	ωc,	resulting	in

which	 gives	 a	 stub	 length	 θ	 =	 45°	 (or	 π/4)	 with	ωc	 =	ω0/2.	 Hence,	 the	 inductors	 and
capacitors	of	a	 lumped-element	 filter	can	be	 replaced	with	 the	short-	and	open-circuited
stubs,	as	shown	in	Fig.	8.15.	Because	the	lengths	of	all	stubs	are	the	same	and	equal	to	λ/8
at	the	cutoff	frequency	ωc,	these	lines	are	called	the	commensurate	lines.	At	the	frequency
ω	 =	 ω0,	 the	 transmission	 lines	 will	 be	 a	 quarter-wavelength	 long,	 resulting	 in	 an
attenuation	pole.	However,	at	any	 frequency	away	from	ωc,	 the	 impedance	of	each	stub
will	no	longer	match	the	original	lumped-element	impedances,	and	the	filter	response	will
differ	from	the	desired	filter	prototype	response.	Note	that	the	response	will	be	periodic	in
frequency,	repeating	every	4ωc.



FIGURE	8.15	Equivalence	between	lumped	elements	and	transmission	lines.

Because	 the	 transmission	 line	 generally	 represents	 a	 four-port	 network,	 it	 is	 very
convenient	to	use	a	matrix	technique	for	a	filter	design.	In	the	case	of	cascade	of	several
networks,	 the	 rule	 is	 that	 the	 overall	 matrix	 of	 the	 new	 network	 is	 simply	 the	 matrix
product	of	the	matrices	for	the	individual	networks	taken	in	the	order	of	connection	[16].
In	 terms	 of	 Richards’s	 variable,	 an	 ABCD	 matrix	 for	 a	 transmission	 line	 with	 the
characteristic	impedance	Z0	can	be	written	as



representing	a	unit	element	which	has	a	half-order	transmission	zero	at	s	=	±1.	The	matrix
of	the	unit	element	is	the	same	as	that	of	a	transmission	line	of	the	electrical	length	θ	and
characteristic	 impedance	Z0.	Unit	 elements	are	usually	 introduced	 to	 separate	 the	circuit
elements	 in	 transmission-line	 filters,	 which	 are	 otherwise	 located	 at	 the	 same	 physical
point.

The	 application	 of	 Richards’s	 transformation	 provides	 a	 sequence	 of	 the	 short-	 and
open-circuited	stubs,	which	are	then	converted	to	a	more	practical	circuit	implementation.
This	 can	 be	 done	 based	 on	 a	 series	 of	 equivalent	 circuits	 known	 as	Kuroda	 identities,
which	allows	these	stubs	to	be	physically	separated,	transforming	the	series	stub	into	the
shunt	and	changing	impractical	characteristic	impedances	into	more	realizable	impedances
[17].	 The	 Kuroda	 identities	 use	 the	 unit	 elements,	 and	 these	 unit	 elements	 are	 thus
commensurate	 with	 the	 stubs	 used	 to	 implement	 inductors	 and	 the	 capacitors	 of	 the
prototype	design.	Connecting	the	unit	element	with	the	characteristic	impedance	Z0	to	the
same	load	impedance	Z0	does	not	change	the	input	impedance.	The	four	Kuroda	identities
are	illustrated	in	Fig.	8.16,	where	the	combinations	of	unit	elements	with	the	characteristic
impedance	Z0	 and	electrical	 length	θ	 =	 45°,	 the	 reactive	 elements,	 and	 the	 relationships
between	them	are	given.





FIGURE	8.16	Four	Kuroda	identities.

To	prove	the	equivalence,	consider	two	circuits	of	identity	at	the	first	row	in	Fig.	8.16
when	ABCD	matrix	for	the	entire	left-hand	circuit	can	be	written	as

where	Z1	is	the	characteristic	impedance	of	the	left-hand	unit	element.

Similarly,	for	the	right-hand	circuit,

where	Z2	is	the	characteristic	impedance	of	the	right-hand	unit	element.

The	results	in	Eqs.	(8.42)	and	(8.43)	are	identical	if

or

where	n	=	1	+	Z1C.

As	an	example,	consider	the	design	of	the	broadband	input	transmission-line	matching
circuit	based	on	a	lumped	two-section	low-pass	transforming	filter	shown	in	Fig.	8.6,	with
a	 center	 bandwidth	 frequency	 f0	 =	 3	GHz	 to	match	 a	 50-Ω	 source	 impedance	with	 the
device	input	impedance	Zin	=	Rin	+	jω0Lin,	where	Rin	=	2	Ω	and	Lin	=	0.223	nH.	The	value
of	the	series	input	device	inductance	is	chosen	to	satisfy	Table	8.1	when,	for	n	=	4,	r	=	25,
w	=	0.4,	maximum	ripple	of	0.156725,	and	g1	=	2.31517,	from	Eq.	(8.14)	it	follows	that

From	Table	8.1,	we	obtain	g2	=	0.422868,	which	gives	from	Eqs.(8.13)	and	(8.14)	the
circuit	 parameters	 shown	 in	 Fig.	 8.17.	 The	 inductance	 value	 is	 chosen	 for	 the	 design
convenience.	If	this	value	differs	from	the	required	value,	it	means	that	it	is	necessary	to
change	 the	maximum	 frequency	 bandwidth,	 the	 power	 ripple,	 or	 the	 number	 of	 ladder



sections.

FIGURE	8.17	Two-section	broadband	matching	circuit.

Figure	8.18	shows	the	design	transformation	of	a	lumped	low-pass	transforming	filter
to	 a	microstrip	 one	 using	 the	 Kuroda	 identities.	 The	 first	 step,	 which	 is	 shown	 in	 Fig.
8.18(a),	 is	 to	 add	 a	 50-Ω	 unit	 element	 at	 the	 end	 of	 the	 circuit	 and	 convert	 a	 shunt
capacitor	to	a	series	inductor	using	the	second	Kuroda	identity,	as	shown	in	Fig.	8.18(b).
Then,	adding	another	unit	element	and	applying	the	first	Kuroda	identity,	as	shown	in	Fig.
8.18(c),	 result	 in	 the	circuit	with	 two	unit	elements	and	 three	shunt	capacitors	 shown	 in
Fig.	8.18(d).	To	keep	 the	same	physical	dimensions	during	 the	calculation	of	 the	circuit
parameters,	the	inductance	should	be	taken	in	nanohenri,	and	the	capacitance	is	measured
in	 nanofarads	 if	 the	 operating	 frequency	 is	 measured	 in	 gigahertz.	 Finally,	 Richards’s
transformation	is	used	to	convert	the	shunt	capacitors	to	the	corresponding	transmission-
line	 stubs.	According	 to	Eq.	 (8.39),	 the	 normalized	 characteristic	 impedance	 of	 a	 shunt
stub	is	1/C,	which	is	necessary	to	multiply	by	50	Ω.





FIGURE	8.18	Design	transformation	from	lumped	low-pass	to	microstrip	transforming
filter.

Figure	8.18(e)	shows	the	microstrip	layout	of	the	final	low-pass	transforming	circuit,
where	 the	 lengths	 of	 the	 shunt	 stubs	 are	 λ/8	 at	 the	 cutoff	 frequency	 fc,	 as	 well	 as	 the
lengths	 of	 each	 unit	 element	 representing	 the	 series	 stubs.	 If	 the	 normalized	 frequency
bandwidth	 and	 center	 bandwidth	 frequency	 are	 chosen	 to	 be	w	 =	 0.4	 and	 f0	 =	 3	 GHz,
respectively,	the	cutoff	frequency	becomes	equal	to

In	practical	design	of	a	microwave	bipolar	or	GaAs	FET	amplifier,	 it	 is	necessary	to
take	 into	 account	 that	 the	 intrinsic	 device	 generally	 exhibits	 a	 small-signal	 gain	 rolloff
with	 increasing	 frequency	 at	 approximately	 6	 dB	 per	 octave	 [18,	 19].	 Therefore,	 to
maintain	a	constant	gain	across	the	design	frequency	band,	the	matching	network	must	be
designed	 for	 maximum	 gain	 at	 the	 highest	 frequency	 of	 interest	 [20].	 In	 this	 case,
reflective	 mismatching	 conditions	 are	 provided	 to	 compensate	 for	 the	 increase	 in	 the
intrinsic	gain	of	an	FET	when	 the	 frequency	 is	decreased.	As	a	 result,	 it	 is	necessary	 to
selectively	 mismatch	 the	 input	 of	 the	 transistor	 by	 employing	 the	 gain-tapered	 input
matching	circuit	so	that	the	overall	gain	of	the	amplifier	will	be	flat	[21].	Alternatively,	the
gain	tapering	could	be	done	in	the	output	network	with	input	flat	matching	conditions.	In	a
simplified	 practical	 implementation	 when	 two	 impedance-transforming	 L-sections	 with
series	microstrip	lines	and	shunt	microstrip	stubs	in	the	input	matching	circuit	and	a	single
impedance-transforming	 T-section	 with	 two	 series	 microstrip	 lines	 and	 one	 shunt
microstrip	 stub	 in	 the	output	matching	network	 are	used,	 a	 flat	 gain	of	 about	6	dB	was
achieved	across	the	octave	band	of	4	to	8	GHz	for	a	single-cell	GaAs	FET	amplifier	with
the	device	transconductance	gm	=	55	mS	[22].

Figure	 8.19	 shows	 the	matching	 circuit	 design	 steps	 and	 the	 circuit	 schematic	 of	 a
broadband	microwave	 GaN	HEMT	 power	 amplifier	 [23].	 In	 this	 case,	 the	 first	 step	 to
design	 the	 octave-band	 power	 amplifier	 intended	 to	 operate	 across	 the	 frequency
bandwidth	 of	 2	 to	 4	 GHz	 was	 to	 find	 the	 optimum	 source	 and	 load	 impedances	 that
maximize	the	performance	of	the	device	in	terms	efficiency	in	the	required	bandwidth.	In
view	of	a	GaN	HEMT	Cree	CGH60015DE	device,	because	the	optimum	impedances	were
relatively	close	to	each	other	across	the	band	and	acceptable	level	of	degradation	in	PAE
was	 estimated	 to	 be	 less	 than	 8%,	 the	 task	 was	 simplified	 to	 provide	 the	 optimum
impedances	seen	by	the	device	input	and	output	at	the	center	bandwidth	frequency	across
the	entire	bandwidth.	The	bandpass	matching	network	shown	in	Fig.	8.19(a)	was	derived
from	 a	 low-pass	 prototype	matching	 circuit,	 assuming	 that	 the	 transistor	 output	 can	 be
approximated	 by	 an	 ideal	 current	 source	 with	 a	 parallel	 RC	 network,	 where	 R0	 is	 the
source	resistance	corresponding	to	device	equivalent	output	resistance	at	the	fundamental
(or	 load-line	 resistance)	 and	 the	 capacitance	C0	 is	 the	 total	 drain-source	 capacitance.	 In
order	 to	 scale	 the	 obtained	 terminating	 resistor	 RL	 upward	 to	 50	 Ω,	 a	 Norton
transformation	of	an	ideal	transformer	(nT	=	1.173)	with	two	series-shunt	capacitors	to	an
arrangement	 of	 three	 capacitors,	 as	 shown	 in	 Fig.	 8.4,	 was	 used.	 Then,	 based	 on	 the
transforms	between	lumped	and	distributed	elements,	the	two	resonant	parallel	LC	circuits



were	approximated	by	the	corresponding	grounded	shunt	quarterwave	transmission	lines
TL1	and	TL3	with	 the	characteristic	 impedance	of	each	line	equal	 to	 the	reactance	of	 the
inductor	 or	 capacitor	 multiplied	 by	 π/4,	 whereas	 the	 lumped	 π-network	 with	 a	 series
inductor	and	two	shunt	capacitors	was	approximated	by	the	series	transmission	line	TL2,
as	 shown	 in	 Fig.	 8.19(b).	 Similar	 approach	 can	 be	 applied	 to	 the	 design	 of	 the	 input
matching	 circuit,	 which	 also	 includes	 lossy	 elements	 for	 better	 input	 return	 loss	 and
stability.	 The	 entire	 circuit	 schematic	 of	 the	 designed	 broadband	 GaN	 HEMT	 power
amplifier	is	shown	in	Fig.	8.19(c),	where	the	two	series	tapered	transmission	lines	TL1	and
TL5	are	added	at	the	input	and	output	of	the	device.	As	a	result,	an	output	power	of	41	±	1
dBm	with	a	power	gain	of	10	±	1	dB	and	a	drain	efficiency	of	52	to	72%	was	achieved
across	the	frequency	bandwidth	of	1.9	to	4.3	GHz.



FIGURE	8.19	Schematics	of	broadband	microwave	GaN	HEMT	power	amplifier.



An	alternative	 impedance	matching	 technique	 is	based	on	 the	multisection	matching
transformers	 consisting	 of	 the	 stepped	 transmission-line	 sections	 with	 different
characteristic	impedances	and	electrical	lengths	[24].	These	transformers,	in	contrast	to	the
continuously	tapered	transmission-line	transformers,	are	significantly	shorter	and	provide
broader	 performance.	 Figure	 8.20(a)	 shows	 the	 schematic	 structure	 of	 a	 stepped
transmission-line	 transformer,	 which	 consists	 of	 a	 cascaded	 connection	 of	 n	 uniform
sections	of	equal	quarterwave	lengths	l	=	λ0/4,	where	λ0	is	the	wavelength	corresponding
to	 the	 center	 bandwidth	 frequency.	 Such	 a	 stepped	 transmission-line	 transformer
represents	 an	 antimetric	 structure,	 for	 which	 the	 ratio	 between	 the	 characteristic
impedances	of	its	transmission-line	sections	can	be	written	in	the	general	form	as





FIGURE	8.20	Schematic	structures	of	different	stepped	transmission-line	transformers.

where	i	=	1,	2,	…,	n	and	n	is	the	number	of	sections,	ZS	is	the	source	impedance	and	ZL	is
the	load	impedance	[25].

In	Fig.	8.21,	 as	 a	 practical	 example,	 the	minimum	possible	VSWR	 is	 plotted	 for	 the
five-step	 transmission-line	 impedance	 transformer	 with	 a	 total	 characteristic-impedance
variation	of	8:1,	which	was	designed	for	maximum	VSWR	of	1.021	in	an	octave	frequency
bandwidth	and	where	each	section	is	of	a	quarterwave	electrical	length	[26].

FIGURE	8.21	Theoretical	frequency	bandwidth	of	five-step	transformer.

The	main	drawback	 to	 the	stepped	quarterwave	 transformers	 is	 their	significant	 total
length	of	L	 =	nλ0/4.	However,	 it	 is	 possible	 to	 reduce	 the	overall	 transformer	 length	by
applying	other	profiles	of	its	structure.	The	stepped	transformers	using	n	cascaded	uniform
transmission-line	 sections	 of	 various	 lengths	with	 alternating	 impedances	 are	 shorter	 by
1.5	 to	2	 times.	 In	 this	case,	 the	number	of	sections	n	 is	always	an	even	number	and	 the
section	 impedances	 can	 be	 equal	 to	 the	 source	 and	 load	 impedances	 to	 be	matched,	 as
shown	in	Fig.	8.20(b).	For	example,	the	input	and	output	matching	circuits	of	a	microwave
GaAs	MESFET	power	amplifier,	which	was	designed	to	operate	in	a	frequency	bandwidth
of	 4	 to	 8	 GHz,	 were	 composed	 of	 the	 stepped	 microstrip	 lines	 where	 all	 the	 high-
impedance	 sections	were	made	 50	Ω	 and	 all	 low-impedance	 sections	were	made	 10	Ω
[22].

To	 define	 the	 unknown	 section	 lengths,	 the	 optimization	 approach	 to	 achieve	 the
global	minimum	of	the	objective	function	|Γ(θ,	A)|	can	be	used,	which	is	written	as



where	θ1	and	θ2	are	the	electrical	lengths	at	the	low-	and	high-frequency	bandwidth	edges,
respectively,	and	the	vector	A	=	(A1,	A2,	…,	An)	consists	of	the	normalized	section	lengths
Li	=	li/λ0	as	components	[27].	By	solving	Eq.	(8.46)	numerically,	the	optimum	Chebyshev
characteristics	can	be	provided	by	the	stepped	transmission-line	structure	with

where	i	=	1,	2,	…,	n/2.

The	total	length	of	such	a	stepped	transmission-line	transformer	can	be	further	reduced
by	using	the	structure	representing	the	cascade	connection	of	n	transmission-line	sections
of	the	same	length	l	<	π0/4	with

where	n	is	an	even	number	and	Z1	>	Zn	when	ZS	<	ZL,	as	shown	in	Fig.	8.20(c)	 [28].	An
example	of	the	stepped	transmission-line	transformer	to	match	the	source	impedance	of	25
Ω	with	the	load	impedance	of	50	Ω	is	shown	in	Fig.	8.22(a),	where	the	electrical	length	of
each	section	is	equal	to	λ0/12.	In	this	case,	the	total	transformer	length	is	shorter	by	three
times	 compared	 to	 the	 basic	 structure	 with	 the	 quarterwave	 sections,	 and	 an	 octave
passband	from	2	to	4	GHz	for	the	lossless	ideal	transmission-line	sections	is	provided	with
an	input	return	loss	better	than	25	dB,	as	shown	in	Fig.	8.22(b).	However,	 it	requires	the
use	of	a	high	impedance	ratio	for	its	sections	reaching	30	to	50	when	the	source	and	load
impedances	differ	significantly.



FIGURE	8.22	Stepped	transmission-line	transformer	with	equal-length	sections.

To	reduce	a	high	impedance	ratio	of	the	stepped	transformers	with	a	short	total	length,
their	generalized	structure	representing	cascaded	even	n	sections	of	different	lengths	li	and



impedances	 Zi,	 as	 shown	 in	 Fig.	 8.20(d),	 can	 be	 used.	 The	 optimum	 Chebyshev
characteristics	for	this	structure	can	be	provided	with	 the	ratios	between	 the	 lengths	and
characteristic	impedances	of	its	sections	according	to

where	i	=	1,	2,	…,	n/2,	and

where	the	impedances	of	both	even	and	odd	sections	decrease	in	the	direction	from	higher
impedance	ZL	 to	 lower	 impedance	ZS	 and	 the	 impedance	 of	 any	 odd	 section	 is	 always
larger	 than	 that	 of	 any	 even	 section	 [27].	 The	 lengths	 of	 even	 sections	 decrease	 in	 the
direction	from	the	transmission	line	of	a	smaller	impedance,	whereas	those	of	odd	sections
increase	in	the	same	direction.

Another	structure	of	 the	stepped	transmission-line	 transformer	with	 the	reduced	total
electrical	 length	 is	 shown	 in	 Fig.	 8.20(e),	 for	which	 Eq.	 (8.47)	 can	 be	 applied	 and	 for
which	the	same	characteristic	impedances	for	odd	and	even	sections	differ	from	the	source
and	load	impedances	according	to

where	Z1Z2	=	ZSZL,	Zn	<	ZS,	and	Zn-1	>	ZL	[27].	In	particular	situations	of	high	impedance-
matching	ratio	at	microwave	frequencies	when	it	is	necessary	to	match	the	standard	source
load	impedance	of	50	Ω	with	the	device	input	and	output	impedance	of	1	Ω	and	smaller,
both	the	length	and	width	of	the	microstrip-line	sections	can	be	optimized.

Table	8.3	gives	the	optimum	parameters	for	different	four-section	transformers	(n	=	4)
designed	to	match	the	transmission	lines	with	impedances	ZS	=	25	Ω	and	ZL	=	50	Ω	in	an
octave	frequency	range,	where	the	section	lengths	Li	and	total	length	L	are	normalized	to
λ0	[27].



TABLE	8.3	Optimum	Parameters	for	Different	Four-Section	Transformers



8.5	Power	Amplifiers	with	Lossy	Compensation
Networks

Dissipative	 or	 lossy	 gain	 compensation	 matching	 circuits	 can	 achieve	 the	 important
tradeoff	 between	 gain,	 reflection	 coefficient,	 and	 operating	 frequency	 bandwidth.
Moreover,	 the	 resistive	 nature	 of	 such	 a	 simple	 matching	 circuit	 may	 also	 improve
amplifier	 stability	and	 reduce	 its	 size	and	cost.	For	 the	 first	 time,	use	of	 the	attenuation
equalizing	 circuits	 was	 suggested	 to	 maintain	 a	 high-quality	 transmission	 in	 long
telephone	circuits	by	H.	W.	Bode	in	the	mid-1930s	[29].	For	example,	such	an	attenuation
equalizer	 can	 represent	 a	 four-terminal	 frequency-selective	 network	 together	 with
connected	source	and	load	impedances	having	the	constant-resistance	image	impedances
at	its	input	and	output	terminals.

Because	it	was	impossible	to	provide	broadband	input	matching	of	the	bipolar	power
transistors	 with	 low-value	 frequency-varying	 input	 impedances,	 initially	 a	 circuit
arrangement	 composed	 of	 a	 resistor	 in	 addition	 to	 pure	 reactances	was	 implemented	 to
keep	the	input	reflection	coefficient	at	low	values	across	large	frequency	bandwidths	[30].
Such	 an	 impedance	 network	 was	 so	 dimensioned	 that	 the	 amplification	 slope	 of
approximately	 6	 dB	 is	 compensated	 as	 much	 as	 possible	 within	 the	 bandwidth	 of	 one
octave.	Figure	8.23	shows	the	circuit	schematic	of	an	octave-band	single-stage	microstrip
bipolar	amplifier	covering	the	frequency	range	from	500	to	1000	MHz	with	a	maximum
output	power	of	about	3	W,	a	power	gain	of	around	7	dB,	and	an	input	VSWR	 less	 than
2.5,	where	a	lossy	compensation	circuit	consists	of	a	series	resistor	R	shunted	by	the	series
resonant	 circuit	 composed	 of	 a	 capacitor	C	 and	 an	 inductor	L,	 whose	 parameters	were
properly	optimized.

FIGURE	8.23	Schematic	of	octave-band	microstrip	lossy	match	bipolar	power	amplifier.



8.5.1	Lossy	Match	Design	Techniques
In	many	practical	cases,	to	provide	broadband	matching	with	minimum	gain	flatness	and
input	 reflection	 coefficient,	 it	 is	 sufficient	 to	 use	 the	 resistive	 shunt	 element	 at	 the
transistor	input.	An	additional	matching	improvement	with	reference	to	upper	frequencies
can	be	achieved	by	using	inductive	reactive	elements	in	series	to	the	resistor.	The	resistive
nature	 of	 this	 type	 of	 network	 may	 also	 improve	 amplifier	 stability	 and	 distortion.	 To
provide	 a	 broadband	 performance	 for	 microwave	 GaAs	 MESFET	 power	 amplifiers,	 a
resistively	 loaded	 shunt	 network,	where	 the	 resistor	 is	 connected	 in	 series	with	 a	 short-
circuited	quarterwave	microstrip	line	to	decrease	the	loaded	quality	factor	without	greatly
reducing	the	maximum	available	gain,	was	used	in	the	load	network	to	provide	a	flat	gain
over	8	to	12	GHz,	or	in	the	input	matching	circuit	to	cover	a	frequency	bandwidth	of	2	to
6.2	 GHz	 [31,	 32].	 For	 ultra-broadband	 high-gain	 multistage	 amplifiers,	 using	 a	 simple
lossy	 compensation	 shunt	 circuit	with	 a	 resistor	 in	 series	with	 an	 inductor	placed	 at	 the
input	and	output	of	each	transistor	in	parallel	with	the	second-order	LC	circuits	allows	the
gain	of	12	±	1.5	dB	with	a	VSWR	of	less	than	2.5	from	150	MHz	to	16	GHz	to	be	achieved
for	a	three-stage	GaAs	MESFET	amplifier	[33].	A	14-dB	gain	was	obtained	over	the	3-dB
bandwidth	 from	 700	 kHz	 to	 6	 GHz	 for	 a	 two-stage	 microstrip	 GaAs	MESFET	 power
amplifier,	 where	 a	 flat	 gain	 performance	 was	 achieved	 by	 using	 a	 shunt	 lossy	 gain-
compensation	circuit	with	a	resistor	in	series	with	a	short-circuited	microstrip	line	placed
at	the	input	and	output	of	the	first-stage	transistor	in	parallel	to	the	input	and	interstage	LC
matching	circuits	[34].

A	bandstop/bandpass	diplexing	RLC	 network	 is	more	 useful	 than	 a	 simple	 lossy	RL
gain-compensation	 circuit	 because	 it	 provides	 an	 exact	match	 at	 one	 frequency	 and	 an
arbitrary	amount	of	attenuation	at	any	other	frequency.	Diplexing	networks	can	be	used	in
either	input	or	output	networks	of	the	amplifier	depending	on	noise	figure,	power	output,
and	other	amplifier	constraints.	Figure	8.24(a)	shows	the	resonant	diplexer	LC	network	for
lossy	 gain	 compensation,	 where	 the	 series	 LsCs	 and	 parallel	 LpCp	 resonant	 circuits	 are
tuned	to	high	bandwidth	frequency	and	RL	=	R0	[35].	Here,	the	series	capacitance	Cs	and
shunt	inductance	Lp	are	obtained	as	Cs	=	BW/ωhRL	and	Lp	=	BW(RL/ωh),	where	BW	is	the
normalized	 frequency	bandwidth	and	ωh	=	2πfh	 is	 the	high-bandwidth	 radian	 frequency.
The	distributed	form	of	a	lossy	gain-compensation	network	with	additional	input	low-pass
matching	section	is	shown	in	Fig.	8.24(b),	where	Zp	=	4ωhLp/π,	Zs	=	ωhLs/tanθs,	and	θs	is
the	electrical	length	of	the	series	transmission	line.





FIGURE	8.24	Circuit	schematics	of	lossy	gain-compensation	circuits.

Figure	 8.25(a)	 shows	 the	 basic	 block	 of	 a	 microwave	 lossy	match	 GaAs	MESFET
amplifier,	where	an	input	matching	circuit	and	an	open-circuit	shunt	stub	cascaded	with	a
series	transmission	line	at	the	device	drain	terminal	are	included	to	provide	the	amplifier
desired	frequency	response	[36].	For	frequencies	up	to	1	GHz,	the	reactive	elements	of	the
transistor	 equivalent	 model	 have	 relatively	 little	 influence	 on	 the	 gain	 magnitude	 and
reflection	 coefficients.	 As	 a	 result,	 the	 transistor	 described	 by	 S-parameters	 can	 be
represented	 by	 its	 low-frequency	 model	 and	 the	 amplifier	 circuit	 can	 be	 significantly
reduced	 to	 a	 simple	 network,	 where	 S12	 =	 0	 and	 both	 S11	 and	 S22	 have	 negligible
imaginary	components.	Then,	the	amplifier	gain	can	be	derived	as





FIGURE	8.25	Circuit	topologies	of	microstrip	lossy	match	MESFET	amplifiers.

which	 clearly	 expresses	 the	 tradeoffs	 between	 the	 gain	 and	 the	 reflection	 coefficients,
where	gm	 is	the	device	transconductance	and	Z0	 is	the	characteristic	impedance	[36,	37].
The	schematic	of	a	multistage	lossy	match	amplifier	can	be	divided	into	three	basic	circuit
functions:	 input	matching,	 amplification,	 and	 interstage	matching.	Figure	8.25(b)	 shows
the	lossy	match	two-stage	GaAs	MESFET	amplifier	with	optimum	values	of	the	gate	and
drain	shunt	resistances	to	achieve	flat	gain	performance	over	the	frequency	bandwidth	of	2
to	8	GHz.

For	a	broadband	lossy	match	silicon	MOSFET	high-power	amplifier,	it	is	sufficient	to
use	a	simple	gain-compensation	network	with	a	resistor	connected	in	series	with	a	lumped
inductor	when	 operating	 frequencies	 are	 low	 enough	 compared	 to	 the	 device	 transition
frequency	 fT	 [38].	 In	 this	 case,	 it	 is	 very	 important	 to	 optimize	 the	 elements	 of	 a	 lossy
matching	circuit	to	achieve	minimum	gain	flatness	over	maximum	frequency	bandwidth.
Let	 us	 consider	 the	 small-signal	 silicon	MOSFET	equivalent	 circuit,	which	 is	 shown	 in
Fig.	8.26.	When	the	load	resistor	RL	is	connected	between	the	drain	and	source	terminals,
an	analytical	expression	for	the	input	device	impedance	Zin	can	be	obtained	as



FIGURE	8.26	Small-signal	silicon	MOSFET	equivalent	circuit.

where	RL0	=	(RL	+	Rd)/[1	+	(RL	+	Rd)/Rds]	and	τg	=	RgsCgs
The	 modified	 circuit	 shown	 in	 Fig.	 8.27(a)	 describes	 adequately	 the	 frequency

behavior	of	such	input	impedance	of	Fig.	8.26.	In	Eq.	(8.53),	the	series	source	resistance
Rs	and	transit	 time	τ	are	not	 taken	 into	account	due	 to	 their	sufficiently	small	values	 for
high-power	MOSFETs	in	a	frequency	range	of	f	≤	0.3fT,	where	fT	=	gm/2πCgs.	When	ωg	≤
0.3	 and	 the	 device	 output	 capacitive	 impedance	 is	 inductively	 compensated,	 the	 input
equivalent	 circuit	 simplifies	 significantly	 and	 can	 represent	 a	 capacitor	 and	 a	 resistor
connected	in	series,	as	shown	in	Fig.	8.27(b),	where





FIGURE	8.27	Equivalent	circuits	characterizing	device	input	impedance.

To	provide	a	constant	real	part	of	the	input	impedance	Zin	in	a	frequency	range	up	to
0.1fT,	 it	 is	 enough	 to	 use	 a	 simple	 lossy	 compensation	 circuit	 consisting	 of	 an	 inductor
Lcorr	and	a	resistor	Rcorr	connected	in	series,	as	shown	in	Fig.	8.27(c).

The	 total	 input	 impedance	of	both	 lossy	match	gain-compensation	circuit	and	device
input	circuit	is	written	as

whose	real	and	imaginary	parts	can	be	expressed	through	the	circuit	parameters	by

Under	the	condition	R	=	Rcorr	=	Rin,	the	equations	for	ReZin	and	ImZin	can	be	reduced
to

From	Eq.	(8.60),	it	follows	that	the	reactive	part	of	the	input	impedance	Zin	becomes
zero,	that	is,	ImZin	=	Xin	=	0,	when

which	leads	to	a	pure	active	input	impedance	Zin	obtained	as

At	 microwaves,	 the	 short-circuited	 transmission	 line	 can	 be	 included	 instead	 of	 an
inductor	 Lcorr	 with	 the	 same	 input	 inductive	 reactance.	 In	 terms	 of	 amplifier	 circuit
parameters,	the	low-frequency	gain	in	decibels	can	be	calculated	as

However,	 when	 the	 frequency	 increases,	 the	 voltage	 amplitude	 applied	 to	 the	 input
capacitance	Cin	decreases.	This	 leads	 to	 the	appropriate	decrease	 in	 the	operating	power
gain	GP	 at	 higher	 bandwidth	 frequencies.	 Because	 of	 the	 small	 values	 of	Rin	 for	 high-
power	MOSFETs,	the	value	of	GP	may	not	be	high	enough.	Therefore,	it	is	necessary	to



provide	 an	 additional	 impedance	 matching	 with	 lossless	 matching	 circuits	 in	 order	 to
match	with	the	source	impedance	of	50	Ω	or	high	output	impedance	of	the	active	device	of
the	previous	power-amplifier	stage.

Figure	 8.28(a)	 shows	 the	 circuit	 schematic	 of	 a	 broadband	 LDMOSFET	 power
amplifier	with	device	geometry	of	1.25	μm	×	40	mm.	The	optimized	input	three-element
lossy	matching	circuit	allows	a	very	broadband	operation	 to	be	provided	with	minimum
power	 gain	 flatness,	 and	 a	 1:2	 output	 transformer	 contributes	 to	 increase	 in	 the	 output
power	 level.	 The	 capacitor	 of	 20	 pF	 connected	 in	 parallel	 with	 the	 resistor	 of	 27	 Ω
provides	 an	 additional	 increase	 of	 power	 gain	 at	 higher	 bandwidth	 frequencies.	 The
simulation	results	are	shown	in	Fig.	8.28(b),	where	an	output	power	of	22	to	25	W	with	a
power	gain	of	13.7	±	0.3	dB	in	a	frequency	range	of	5	to	300	MHz	can	be	achieved	(curve
1).	 In	 this	 case,	 the	 input	 return	 loss	 is	 greater	 than	 8	 dB	 up	 to	 225	 MHz	 (curve	 2).
However,	when	a	50-Ω	load	is	directly	connected	to	the	device	drain	terminal	through	the
blocking	capacitor,	this	results	in	output	power	levels	in	the	range	of	6	to	7	W.





FIGURE	8.28	Schematic	and	performance	of	broadband	LDMOSFET	power	amplifier.

8.5.2	Practical	Examples
For	solid-state	SSB	and	AM	communication	transmitters,	it	is	required	to	provide	a	linear
amplification	across	the	entire	frequency	range	of	2	to	30	MHz,	which	firstly	was	covered
by	 using	 bipolar	 technology	 based	 on	 a	 push-pull	 amplifier	 implementation	 with
broadband	 toroidal	 transmission-line	 impedance	 transformers	 and	 combiners	 and
interstage	RLC	gain-compensation	networks.	In	this	case,	the	driver	stages	are	operated	in
a	Class-A	mode	for	 increased	power	gain,	whereas	 the	final	stages	are	biased	in	a	Class
AB	with	 optimized	 quiescent	 currents	 for	 better	 linearity.	As	 a	 result,	 the	 overall	 four-
stage	bipolar	power	amplifier	achieved	a	PAE	of	greater	than	31%	for	two-tone	60-W	PEP
signal	over	the	entire	frequency	range	of	2	to	30	MHz,	with	IM3	equal	to	−30	dBc	or	better
at	output	powers	of	5	to	60	W	[39].

Figure	8.29	shows	the	circuit	schematic	of	a	bipolar	broadband	high-power	amplifier
designed	for	broadcasting	VHF	FM	transmitters	 in	a	frequency	range	of	66	to	108	MHz
[40].	 When	 using	 the	 200-W	 balanced	 VHF-UHF	 bipolar	 transistors,	 such	 as	 NEC
2SC3812,	biased	in	a	Class-C	mode,	an	output	power	of	350	W	with	a	power	gain	of	11	±
1	dB	and	a	collector	efficiency	of	about	60%	can	be	provided	across	the	entire	frequency
bandwidth	 by	 combining	 two	 transistors.	 An	 appropriate	 negative	 biasing	 in	 a	 Class-C
mode	 is	 achieved	 by	 using	 a	 series	 resistor	 of	 5.1	Ω	 together	with	 a	 series	 inductor	 of
about	15	nH	in	each	bias	circuit,	which	also	serves	as	a	 lossy	match	gain-compensation
circuit	to	provide	minimum	gain	and	power	variations.	The	asymmetric	1:2	input	TL1	and
output	TL8	transformers	with	the	coaxial-cable	characteristic	impedances	of	25	Ω	are	used
to	 convert	 12.5	 Ω	 to	 standard	 source	 and	 load	 50-Ω	 impedance,	 respectively.	 The
unbalanced-to-balanced	stripline	transformers	TL3	 to	TL6	with	 the	stripline	characteristic
impedances	of	6	Ω	are	necessary	to	provide	the	3-Ω	source	and	load	impedances	for	each
part	of	 the	balanced	bipolar	 transistors.	Because	of	 the	small	value	of	 the	device	single-
ended	input	impedance	of	about	1	Ω	with	inductive	component,	the	additional	input	two-
section	L-type	impedance-matching	circuits	are	used.	Here,	the	series	microstrip	lines	l1	to
l4	are	the	inductive	elements	for	the	first	section	and	the	device	lead	inductances	are	the
inductive	elements	 for	 the	 second	section.	Power	dividing	at	 the	 input	as	well	 as	power
combining	 at	 the	 output	 of	 the	 high-power	 amplifier	 is	 realized	 by	 hybrid	 power
splitters/combiners	 TL2	 and	 TL7,	 each	 with	 12-Ω	 ballast	 resistors	 and	 the	 stripline
characteristic	 impedances	of	12.5	Ω.	Such	a	hybrid	power	splitter/combiner	provides	an
excellent	 device-to-device	 and	 device-to-load	 isolations,	 and	 contributes	 to	 amplifier
operation	stability.



FIGURE	8.29	Bipolar	broadband	high-power	amplifier	for	VHF	FM	transmitters.

The	 circuit	 schematic	 of	 the	 input,	 interstage,	 and	 output	 networks	 intended	 to	 be
implemented	 in	microwave	broadband	power	 amplifiers	 are	 shown	 in	Fig.	8.30	 [41].	A
constant-resistance	 input	 network	 shown	 in	 Fig.	 8.30(a)	 provides	 the	 input	 device
impedance	to	be	pure	resistive	and	equal	to	Zin	=	Rin	when	 ,	and	R1



=	in,	thus	making	wideband	transformation	of	the	input	resistance	to	the	source	resistance
much	easier.	In	the	output	network	shown	in	Fig.	8.30(b),	a	value	of	the	drain	inductance
Ld	 is	 properly	 chosen	 to	 compensate	 for	 the	 capacitive	 device	 output	 reactance	 at	 the
center	bandwidth	frequency.	Then,	a	resonant	frequency	of	the	parallel	L2C2	circuit	is	set
to	 be	 equal	 to	 the	 same	 center	 bandwidth	 frequency.	 In	 this	 case,	 for	 lower	 frequencies
where	 the	 device	 output	 impedance	 Zd	 is	 capacitive,	 reactance	 of	 the	 parallel	 resonant
circuit	is	inductive.	On	the	other	hand,	for	higher	frequencies	where	the	impedance	Zd	 is
inductive,	reactance	of	the	parallel	resonant	circuit	is	capacitive.	As	a	result,	the	wideband
reactance	 compensation	 is	 realized	 when	 reactive	 part	 of	 the	 overall	 output	 impedance
becomes	very	small	over	wide	frequency	bandwidth.	For	microwave	applications,	such	a
parallel	 resonant	 circuit	 is	 fabricated	 by	 using	 a	 quarterwave	 short-circuit	 stub.	 The
interstage	network,	whose	circuit	schematic	is	shown	in	Fig.	8.30(c),	comprises	the	input
and	output	networks	described	previously	and	a	quarterwave	microstrip	transformer	with
the	characteristic	impedance	of	



FIGURE	8.30	Schematics	of	input,	output,	and	interstage	broadband	matching	circuits.

Figure	8.31	shows	the	circuit	schematic	diagram	of	a	two-stage	lossy	match	MESFET
power	amplifier	 [41].	By	using	 a	 1.05-mm	device	 in	 the	driver	 stage	 and	 two	1.35-mm
devices	in	the	final	stage,	a	saturated	output	power	of	27.7	±	2.7	dBm,	a	linear	power	gain
of	8.3	±	2.8	dB,	and	a	drain	efficiency	of	15.3	±	8.3%	were	measured	in	a	frequency	range
of	4	to	25	GHz.	The	input	and	interstage	constant-resistance	networks	are	represented	by



the	series	connection	of	a	 resistor	and	a	high-impedance	microstrip	 line	each.	Two	such
networks	connected	in	parallel	provide	pure	resistive	input	impedance,	where	l4	and	l5	are
the	 series	 microstrip	 lines,	 and	 R1	 and	 R2	 are	 the	 series	 resistors.	 The	 short-circuited
microstrip	lines	(l7	and	l8	in	the	interstage	network,	l19	and	l21	in	the	output	network)	with
quarterwave	 electrical	 lengths	 at	 the	 center	 bandwidth	 frequency	 serve	 as	 the	 parallel
resonant	circuits	connected	at	the	device	output	terminals.	The	microstrip	lines	l10	and	l14
in	 the	 interstage	 network	 represent	 the	 quarterwave	 impedance	 transformers,	 which
provide	matching	between	the	output	impedance	of	the	driver-stage	device	and	the	input
impedance	 of	 the	 second-stage	 devices	 connected	 in	 parallel.	 The	 input	 and	 output
matching	circuits	are	 realized	 in	 the	 form	of	T-transformers,	where	 the	series	microstrip
lines	 and	 parallel	 open-circuit	 microstrip	 stubs	 replace	 the	 series	 inductors	 and	 shunt
capacitors,	 respectively.	 To	 further	 increase	 an	 output	 power,	 the	 number	 of	 amplifying
stages	 with	 lossy	 input	 and	 interstage	 matching	 circuits	 connected	 in	 parallel	 can	 be
increased.	As	 a	 result,	 by	 optimizing	 the	 output	matching	 and	 combining	 circuits,	 for	 a
three-stage	MMIC	0.25-μm	pHEMT	power	amplifier	with	a	distributed	amplifier	used	as	a
driver	stage	and	four	1200-μm	transistors	in	the	output	stage,	an	output	power	of	2.4	±	1.1
W	with	a	small-signal	gain	of	24	±	3.5	dB	over	the	frequency	range	of	6	to	18	GHz	was
measured	[42].



FIGURE	8.31	Microstrip	two-stage	lossy	match	MESFET	power	amplifier.

Figure	 8.32(a)	 shows	 the	 circuit	 schematic	 of	 a	 broadband	GaN	HEMT	microwave
power	amplifier	implemented	in	the	form	of	a	flip-chip	integrated	circuit	with	the	device
geometry	of	0.7	μm	×	1	mm,	transition	frequency	fT	=	18	GHz,	and	maximum	frequency
fmax	 =	 35	 GHz	 [43].	 The	 optimized	 input	 three-element	 lossy	 LCR	 matching	 circuit
provides	 a	 power	 gain	 up	 to	 11.5	 dB	 and	 a	 low	 input	 reflection	 less	 than	−10	 dB	 over
frequency	 range	 of	 3	 to	 9	GHz.	As	 the	 impedance	 at	 the	 input	 of	 a	 lossy	match	 gain-
compensation	 circuit	 is	 only	 of	 about	 10	Ω,	 this	 necessitates	 an	 additional	 50-	 to	 10-Ω



broadband	 impedance	 transformation	 (Tr1),	which	was	 realized	 using	 a	 few	 sections	 of
quarterwave	 coplanar	 transmission	 lines	with	 decreasing	 characteristic	 impedances.	 The
output	 network	 incorporates	 a	 low-pass	LC	 circuit	 to	 compensate	 for	 the	 output	 device
capacitance	 such	 that	 the	 intrinsic	 device	 sees	 approximately	 a	 real	 load	 within	 entire
frequency	 bandwidth.	 Because	 the	 optimum	 load	 for	 this	 1-mm	 device	 with	 a	 supply
voltage	of	20	V	 is	of	about	50	Ω,	hence	no	output	 impedance	 transformation	 is	needed.
The	 output	 power	 was	measured	 of	 about	 1.6	W	with	 a	PAE	 of	 14	 to	 24%	 across	 the
frequency	 bandwidth	 of	 4	 to	 8	 GHz.	 By	 combining	 of	 four	 such	 GaN	 HEMT	 power
amplifiers	 connected	 in	 parallel,	 the	 highest	 output	 power	 of	 8	W	with	 a	PAE	 of	 about
20%	was	obtained	at	9.5	GHz	and	the	lowest	output	power	of	4.5	W	was	measured	at	4.5
GHz,	with	 a	 small-signal	 gain	of	 7	dB	across	 the	 frequency	bandwidth	of	3	 to	10	GHz
[44].





FIGURE	8.32	Schematics	of	microwave	broadband	GaN	HEMT	power	amplifiers.

To	 provide	 multi-decade	 bandwidth	 with	 very	 good	 input	 return	 loss,	 a	 compact
bridged-T	 all-pass	 input	RLC	matching	 network	 can	 be	 used,	 as	 shown	 in	 Fig.	 8.32(b),
where	the	resistor	R1	was	chosen	to	be	of	50	Ω	[45].	In	this	case,	a	GaN	HEMT	periphery
of	 2.2	mm	was	 chosen	 to	 obtain	 an	 output	 power	 in	 the	 range	 of	 10	Ω.	A	 simple	 two-
element	matching	circuit	consisting	of	a	series	microstrip	line	and	a	shunt	capacitor	was
used	at	the	output	to	provide	optimum	load	impedance	at	the	upper	band	edge.	The	power
amplifier	 was	 packaged	 in	 a	 ceramic	 SO8	 package,	 including	 GaN	 on	 SiC	 device
operating	at	28	V	and	GaAs	integrated	passive	matching	circuitry.	As	a	result,	an	output
power	of	8	W	and	a	power	gain	of	12	dB	were	measured	over	frequency	bandwidth	from
50	MHz	to	2	GHz	with	a	drain	efficiency	of	36.7	to	65.4%.

8.6	Broadband	Class-E	Power	Amplifiers
The	high-efficiency	broadband	operation	of	a	switchmode	Class-E	power	amplifier	using
reactance	 compensation	 technique	 can	 be	 realized,	 if	 a	 simple	 network	 consisting	 of	 a
series	 resonant	 LC	 circuit	 tuned	 to	 the	 fundamental	 frequency	 and	 a	 parallel	 inductor
provides	a	constant	load	phase	angle	of	50°	in	a	frequency	range	of	about	50%	[46].	From
theoretical	considerations	it	was	found	yet	in	the	mid-1960s	that	the	bandwidth	response
of	a	parametric	amplifier	can	be	improved	using	multiple-resonant	bandpass	filters	for	the
signal	and	idling	circuits	rather	than	simple	resonant	circuits	[47,	48].	At	the	same	time,	it
was	analytical	calculated	that	the	added	resonant	circuits	should	have	an	appropriate	QL-
factor	 to	 optimally	 reduce	 the	 rate	 of	 change	 of	 reactance	 of	 both	 the	 signal	 and	 idling
circuits	[49].	Adding	additional	resonators	can	increase	the	potential	amplifier	bandwidth
even	further,	but	the	amount	of	improvement	per	additional	resonator	will	decrease	rapidly
as	the	number	of	resonators	is	increased.

8.6.1	Reactance	Compensation	Technique
To	 describe	 reactance	 compensation	 circuit	 technique,	 let	 us	 consider	 the	 simplified
equivalent	 load	 networks,	 one	 with	 a	 shunt	 resonant	 LpCp	 circuit	 followed	 by	 a	 series
resonant	LsCs	circuit	shown	in	Fig.	8.33(a)	and	the	other	with	a	series	resonant	LsCs	circuit
followed	by	a	shunt	resonant	LpCp	circuit	shown	in	Fig.	8.33(b).	In	this	case,	all	resonant
circuits	 are	 tuned	 to	 the	 fundamental	 frequency	 and	 R	 is	 the	 load	 resistance.	 The
reactances	of	the	series	and	shunt	resonant	circuits	vary	with	frequency,	increasing	in	the
case	 of	 a	 series	 resonant	 circuit	 and	 reducing	 in	 the	 case	 of	 a	 loaded	 parallel	 resonant
circuit	near	the	resonant	frequency.	As	a	result,	near	the	resonant	frequency	of	the	series
circuit	with	positive	slope	of	its	reactance,	the	slope	of	a	shunt	circuit	reactance	is	negative
that	 reduces	 the	 overall	 reactance	 slope	 of	 the	 load	 network.	By	 correctly	 choosing	 the
components	 in	 the	 shunt	 circuit,	 the	 rate	 of	 change	 of	 reactance	with	 frequency	 can	 be
made	 exactly	 opposite	 to	 that	 of	 the	 series	 circuit,	 thus	 producing	 a	 zero	 total	 variation
over	a	wide	frequency	bandwidth.





FIGURE	8.33	Single-reactance	compensation	circuits.

Consider	 the	 load-network	 admittance	 Ynet	 corresponding	 to	 a	 single-reactance
compensation	circuit	shown	in	Fig.	8.33(a),	which	can	be	written	as

where

and	 	is	the	radian	resonant	frequency.

At	the	resonant	frequency	when	ω′,	the	load-network	admittance	Ynet(ω)	reduces	to

where	G	=	1/R	is	the	load	conductance.

The	 frequency	bandwidth	with	 zero	 susceptance	will	 be	maximized	 if,	 at	 a	 resonant
radian	frequency	ω0,

where

is	the	load-network	susceptance.

As	a	result,	an	additional	equation	can	be	written	as

based	on	which	the	values	of	the	series	components	Ls	and	Cs	can	respectively	be	obtained
through	the	values	of	the	shunt	components	Lp	and	Cp	by

Similarly,	 it	 may	 be	 shown	 that,	 for	 the	 load	 network	 with	 a	 series	 resonant	 LsCs
circuit	 followed	 by	 a	 shunt	 resonant	LpCp	 circuit	 shown	 in	 Fig.	 8.33(b),	 the	 maximum
bandwidth	with	zero	reactance	can	be	achieved	if

where



is	 the	 load-network	 reactance,	 resulting	 in	 Eqs.	 (8.70)	 and	 (8.71).	 From	 Eq.	 (8.70),	 it
follows	that	the	loaded	quality	factor	of	the	shunt	circuit	QL	=	ωCpR	is	equal	to	the	loaded
quality	factor	of	the	series	compensating	circuit	QL	=	ωLs/R.

Figure	8.34(a)	shows	the	example	of	a	susceptance	compensation	load	network,	whose
conductance	ReYnet	 is	 almost	 constant	 across	 the	 frequency	 range	 of	 40%	 (from	 4	 to	 6
MHz),	 as	 shown	 in	 Fig.	 8.34(b).	 The	 susceptance	 ImYnet	 of	 a	 shunt	 circuit	 varies	 with
frequency,	as	shown	in	Fig.	8.34(c)	by	curve	1,	with	the	gradient	at	ω0	being	equal	to	2Cp.
The	addition	of	a	series	circuit	with	the	same	resonant	frequency	of	5	MHz	between	the
shunt	circuit	and	the	load	of	the	shunt	circuit	gives	an	additional	susceptance	term	with	a
negative	slope,	as	shown	in	Fig.	8.34(c)	by	curve	2.	Proper	selection	of	the	components	of
the	series	circuit	enables	the	magnitude	of	the	two	slopes	to	be	made	identical,	so	that	the
total	susceptance	slope	around	resonance	is	zero	in	an	octave	frequency	range	from	3.5	to
7	MHz,	as	shown	in	Fig.	8.34(c)	by	curve	3.





FIGURE	8.34	Single-susceptance	compensation	circuit	and	admittances.

The	 load	 network	 that	 provides	 reactance	 compensation	 is	 shown	 in	 Fig.	 8.35(a),
where	the	shunt	resonant	circuit	 is	connected	between	the	series	resonant	circuit	and	the
load.	In	this	case,	the	resistance	and	reactance	curves,	whose	frequency	behavior	is	similar
to	 that	 for	 the	 conductance	 and	 susceptance	 curves	 characterizing	 the	 behavior	 of	 a
susceptance	 compensation	 load	 network,	 are	 shown	 in	 Fig.	 8.35(b)	 and	 8.35(c),
respectively.	Here,	the	reactance	of	a	series	resonant	circuit	with	a	positive	slope	is	shown
by	 curve	1,	 the	 reactance	of	 a	 shunt	 resonant	 circuit	with	 a	 negative	 slope	 is	 shown	by
curve	2,	and	the	total	reactance	slope	shown	by	curve	3	is	zero	from	3.5	to	7	MHz.





FIGURE	8.35	Single-reactance	compensation	circuit	and	impedances.

Wider	frequency	bandwidth	can	be	achieved	using	a	double-susceptance	compensation
circuit	 shown	 in	 Fig.	 8.36(a),	 where	 LsCs	 and	 L1C1	 are	 the	 series	 and	 parallel
compensating	circuits,	 respectively.	 In	 this	case,	a	system	of	 two	additional	equations	 to
maximize	the	frequency	bandwidth	can	be	used,	where	the	first	and	the	third	derivatives
are	set	to	zero	according	to



FIGURE	8.36	Double-reactance	compensation	circuits.

as	the	second	derivative	cannot	provide	an	appropriate	analytical	expression.

To	 determine	 the	 load-network	 parameters	 for	 a	 double-susceptance	 compensation
circuit	with	the	load-network	susceptance



where	Bnet	=	ImYnet,	it	is	necessary	to	solve	simultaneously	the	two	following	equations	at
the	resonant	frequency	ω0:

As	a	result,	the	parameters	of	the	series	and	shunt	compensating	resonant	circuits	with
the	corresponding	loaded	quality	factors	Qs	=	ω0Ls/R	and	Q1	=	ω0C1R,	which	are	close	to
unity	and	greater,	can	be	calculated	as	a	starting	point	for	circuit	optimization	from

Similarly,	the	elements	for	the	double-reactance	compensation	load	network	shown	in
Fig.	8.36(b)	can	be	calculated	from

where	an	inductance	Ls	and	a	capacitance	Cs	are	known	in	advance	[50].	An	example	of
the	 load	network	 that	provides	double-reactance	compensation	 is	 shown	 in	Fig.	 8.37(a),
whose	resistance	ReZnet	shown	in	Fig.	8.37(b)	by	curve	1	provides	less	deviation	from	50
Ω	in	a	slightly	wider	frequency	bandwidth	compared	to	the	single-resonance	load	network
(curve	2)	with	Ls	=	0.5	μH,	Cs	=	2	nH,	Lp	=	5	μH,	and	Cp	=	0.2	nF.	The	reactance	ImZnet	of
a	double-reactance	compensation	circuit	shown	in	Fig.	8.37(c)	by	curve	1	is	close	to	zero
near	resonance	across	the	frequency	range	from	3	to	8	MHz,	which	is	wider	enough	than
that	for	a	single-resonance	compensation	circuit	(curve	2).





FIGURE	8.37	Double-reactance	compensation	circuit	and	impedances.

The	 reactance	 compensation	 circuit	 technique	 can	 also	 be	 used	 for	 bandwidth
improvement	 of	microwave	 transistor	 amplifiers	 because	 the	 input	 and	 output	 transistor
impedances	 generally	 can	 be	 represented	 by	 series	 or	 shunt	 RLC	 circuits.	 For
compensating	 the	 reactive	 part	 and	 transforming	 the	 real	 part	 of	 the	 equivalent	 output
transistor	 impedance	 to	 the	 conventional	 load	 impedance	 at	 the	 fundamental	 frequency,
the	 quarter-	 and	 half-wavelength	 transmission	 lines	 can	 be	 used.	 For	 the	 first	 time,	 a
quarter-wavelength	 transmission-line	 transformer	 was	 used	 for	 active	 reactance
compensation	when,	by	connecting	 two	 identical	 active	devices	 together	with	a	quarter-
wavelength	transformer,	the	inverted	impedance	of	one	device	compensates	the	impedance
of	the	other	one	by	reducing	the	total	circuit	reactance	[51].

Let	 us	 consider	 the	 characteristics	 of	 the	 transmission	 line	 as	 an	 element	 of	 a
susceptance	 compensation	 circuit	 shown	 in	 Fig.	 8.38.	 For	 a	 parallel	 equivalent	 circuit,
which	represents	the	device	output,	the	load-network	input	susceptance	Bnet	=	ImYnet	can
be	defined	as

FIGURE	8.38	Transmission-line	susceptance	compensation	circuit.

where

is	 the	 transmission-line	 electrical	 length,	 Z0	 is	 the	 transmission-line	 characteristic
impedance,	f0	=	ω0/2π	is	the	transmission-line	resonant	frequency,	k	=	1,	2,	…,	∞.

Applying	 the	zero	susceptance-derivative	condition	given	by	Eq.	 (8.67)	 allows	us	 to
obtain	the	susceptance-compensation	circuit	parameters	for	different	electrical	lengths	of	a
transmission	line	in	accordance	with



For	a	quarter-wavelength	 transmission	 line	when	k	=	1	and	q	=	π/2,	 the	 susceptance
compensation	 will	 be	 performed	 under	 the	 condition	 Z0	 <	 RL	 with	 the	 characteristic
impedance	Z0	defined	from	a	quadratic	equation

where	Q	=	ωoCpR	and	

As	a	result,	the	required	value	of	the	characteristic	impedance	Z0	is	obtained	by

or

By	using	the	quarter-	and	half-wavelength	transformers,	the	reactance-	or	susceptance-
compensation	 load	 network	 generally	 can	 be	 realized	 differently	 for	 shunt	 and	 series
equivalent	output	 transistor	 circuits,	 as	 shown	 in	Table	8.4	along	with	 respective	design
equations	 [52,	 53].	 The	 two	most	 important	 device	 parameters	 in	 the	 equations	 are	 the
loaded	 quality	 factor	Q	 and	 the	 real	 part	R	 of	 the	 equivalent	 device	 output	 impedance.
Depending	 on	 the	 values	 of	 the	 transmission-line	 characteristic	 impedances	 Z1	 and	 Z2,
each	 circuit	 provides	 either	 positive	 or	 negative	 parallel-resonant	 slope-reactance
compensation.





TABLE	8.4	Transmission-Line	Reactance	Compensation	Circuits	and	Design	Equations

Figure	8.39(a)	shows	the	example	of	a	single-susceptance	compensation	load	network
with	a	series	quarterwave	transmission	line	having	a	characteristic	impedance	of	61.2	Ω	to
match	a	50-Ω	real	part	of	the	device	equivalent	output	admittance	to	a	75-Ω	load	and	an
electrical	 length	 of	 90°	 at	 50	MHz.	 The	 combination	 of	 the	 resistances	 of	 a	 shunt	 LC
circuit	(curve	1)	and	a	series	quarterwave	transmission	line	(curve	2)	provides	minimum
variations	of	the	total	resistance	ReZnet	shown	in	Fig.	8.39(b)	by	curve	3	around	50	Ω	in	a
very	wide	 frequency	 range.	The	susceptance	 ImYnet	 of	 a	 shunt	 circuit	having	a	 resonant
frequency	of	50	MHz	varies	with	frequency	with	a	positive	slope,	as	shown	in	Fig.	8.39(c)
by	 curve	 1.	 The	 addition	 of	 a	 series	 quarter-wavelength	 transmission-line	 transformer
between	 the	 shunt	 circuit	 and	 the	 load	 results	 in	 a	 negative	 slope	 providing	 by	 an
additional	 susceptance,	 as	 shown	 in	 Fig.	 8.39(c)	 by	 curve	 2.	 Selection	 of	 the	 proper
characteristic	 impedance	 of	 the	 series	 quarterwave	 transmission	 line	 and	 the	 load
resistance	 enables	 the	 magnitude	 of	 two	 slopes	 to	 be	 made	 identical,	 so	 that	 the	 total
susceptance	slope	around	resonance	is	zero	in	a	frequency	range	from	45	to	65	MHz,	as
shown	in	Fig.	8.39(c)	by	curve	3.





FIGURE	8.39	Susceptance	compensation	circuit	with	quarter-wavelength	transmission	line.

From	Eq.	(8.110),	it	follows	that	the	maximum	value	of	the	characteristic	impedance
Z0	 is	 limited	by	 the	 load	 resistance	RL,	 and	 its	 value	 in	 some	cases,	 especially	 for	 high
value	of	Q,	can	be	substantially	smaller	than	50	Ω,	which	causes	a	problem	in	the	practical
implementation	of	a	 transmission	line.	In	this	case,	 it	 is	best	 to	apply	a	single-frequency
equivalence	 technique	 when	 a	 quarterwave	 transmission	 line	 can	 be	 replaced	 by	 a
symmetrical	π-type	low-pass	transmission-line	section	with	two	equal	shunt	capacitances
at	a	frequency	ω0,	as	shown	in	Fig.	8.40.

FIGURE	8.40	Transmission-line	single-frequency	equivalence	technique.

The	transmission	A-matrix	(or	ABCD-matrix)	for	a	quarterwave	transmission	line	can
be	written	as

whereas,	for	a	π-type	low-pass	transmission-line	section,	we	can	write

Hence,	equating	A	and	B	elements	from	each	matrix	yields

As	a	result,	the	electrical	length	of	the	transmission	line	can	be	reduced	significantly



with	 the	 increase	 in	 its	 characteristic	 impedance.	 Also,	 such	 a	 transformation	 is	 very
important	when	the	value	of	the	device	output	capacitance	exceeds	the	required	optimum
value	for	the	optimum	Class-E	operation.	In	this	case,	the	excess	capacitance	can	be	used
as	 a	 part	 or	 entire	 shunt	 capacitance	 in	 the	 π-type	 low-pass	 section,	 and	 the	 optimum
switching	Class-E	conditions	will	be	completely	satisfied	at	the	fundamental	frequency.

8.6.2	Broadband	Class	E	with	Shunt	Capacitance
In	 the	 basic	 circuit	 of	 a	Class-E	 power	 amplifier	with	 shunt	 capacitance	 shown	 in	 Fig.
8.41(a),	 the	 harmonic	 impedance	 of	 the	 series	 fundamentally	 tuned	 L0C0	 circuit	 is
assumed	to	be	high	due	to	its	high	loaded	quality	factor.	The	value	of	the	shunt	capacitor
C	must	 also	 be	 correct	 to	 produce	 the	 correct	 voltage	when	 the	 switch	 is	 turned	 off	 to
satisfy	 the	 steady-state	 switching	 conditions.	 In	 this	 case,	 the	 load	 phase	 angle	 of	 the
series-tuned	 circuit	 composed	 of	 the	 total	 inductor	 (L	 +	 L0)	 and	 capacitor	 C0,	 which
determines	 the	 optimum	 angle	 for	 producing	 the	 correct	 voltage	 waveform,	 can	 be
obtained	 according	 to	 Eq.	 (7.99)	 given	 in	 Chap.	 7	 at	 the	 resonant	 radian	 frequency	

	as





FIGURE	8.41	Load	networks	of	Class-E	with	shunt	capacitance.

If	the	load	network	is	designed	without	incorporating	the	shunt	capacitance,	a	simple
broadband	network	with	an	optimum	load	angle	θ	=	49.052°	given	 in	Eq.	 (8.92)	 can	be
designed.	Then,	this	phase	angle	reduces	to	the	required	angle	φ	=	35.945°	given	by	Eq.
(7.102)	in	Chap.	7	when	a	shunt	capacitance	is	added.	The	circuit	schematic	of	a	simple
load	network	capable	of	presenting	a	constant	 load	angle	over	a	very	large	bandwidth	is
shown	 in	 Fig.	 8.41(b)	 [46].	 The	 load	 network	 consists	 of	 a	 low-Q	 series	 L0C0	 circuit
connected	 in	 parallel	 with	 an	 inductance	 L	 that	 allows	 a	 constant	 susceptance	 to	 be
maintained	over	a	wide	bandwidth.	The	frequency	behavior	of	the	conductance	ReYnet	and
susceptance	ImYnet	of	this	load	network	with	parameters	L	=	42	nH,	L0	=	30	nH,	and	C0	=
35	 pF	 are	 shown	 in	 Figs.	 8.42(a)	 and	 8.42(b),	 respectively,	 where	 combination	 of	 the
susceptance	 of	 the	 series	 resonant	 circuit	 with	 negative	 slope	 (curve	 1)	 and	 the
susceptance	of	the	shunt	inductance	with	positive	slope	(curve	2)	provides	a	constant	total
susceptance	over	a	very	wide	frequency	range	(curve	3).





FIGURE	8.42	Conductance	and	susceptance	of	broadband	Class-E	circuit.

In	order	to	maintain	the	load	angle	constant	in	a	wide	frequency	range,	the	slope	of	the
susceptance	provided	by	 the	 inductance	L	 should	be	cancelled	by	 the	slope	provided	by
the	resonant	L0C0	circuit.	The	load-network	admittance	of	Fig.	8.41(b)	can	be	written	as

which	reduces	at	the	resonant	frequency	to

For	slope	cancellation,	it	is	necessary	to	apply	a	zero-derivative	condition	of	Eq.	(8.67)
to	Eq.	(8.93).	As	a	result,

Thus,	 the	 design	 equations	 to	 calculate	 the	 parameters	 of	 a	 broadband	Class-E	 load
network	providing	maximum	flatness	can	be	calculated	from

To	 reduce	 the	 output	 power	 at	 the	 harmonics,	 such	 a	 simple	 load	 network	 can	 be
combined	with	 a	 broadband	matching	 network	 and	 a	 bandpass	 filter.	As	 an	 example,	 a
complete	circuit	based	on	a	low-pass	L-type	matching	section	and	a	third-order	Chebyshev
bandpass	filter,	as	shown	in	Fig.	8.43(a),	was	designed	to	deliver	12	W	into	a	50-Ω	load
across	 the	frequency	bandwidth	from	130	 to	180	MHz	using	a	12-V	power	supply	[46].
From	Fig.	8.43(b),	it	follows	that	this	load	network	presents	a	constant	magnitude	of	input
impedance	 of	 12	Ω	 (curve	 1)	 and	 a	 load	 phase	 angle	 of	 around	 36°	 (curve	 2)	 over	 the
required	 wide	 frequency	 range.	 As	 a	 result,	 the	 broadband	 MOSFET	 Class-E	 power
amplifier	was	capable	 to	provide	a	 fairly	constant	efficiency	at	approximately	60%	with
suppression	 of	 the	 second,	 third,	 and	 fourth	 harmonics	 better	 than	 45	 dB	 below
fundamental.	The	drain	efficiency	of	a	GaN	HEMT	power	amplifier	with	a	Butterworth
bandpass	 filter	 in	 the	 load	network	can	be	 increased	 to	greater	 than	80%	in	a	 frequency
bandwidth	from	600	to	800	MHz	with	an	output	power	greater	than	45	dBm	[54,	55].	To
provide	 the	 frequency	 bandwidth	 of	 30%	 around	 the	 center	 bandwidth	 frequency	 of	 1
GHz,	 the	 load	network	can	be	composed	of	a	series	 transmission	line	and	a	shunt	open-
circuit	stub	[56].





FIGURE	8.43	Broadband	Class-E	load	network	with	bandpass	filter	and	impedance.

Figure	 8.44(a)	 shows	 the	 example	 of	 a	 reactance-compensation	 load	 network	 for
Class-E	power	amplifier	with	shunt	capacitance	including	a	series	transmission	line	and	a
parallel	resonant	circuit.	In	this	case,	the	reactance	of	a	Class-E	load	network	with	shunt
capacitance	and	series	inductance	varies	similar	to	that	of	the	series	resonant	circuit	with
positive	 slope,	whereas	 the	 required	 negative	 slope	 is	 provided	 by	 the	 parallel	 resonant
circuit.	Selection	of	the	proper	characteristic	impedance	and	electrical	length	of	the	series
transmission	 line	 enables	 the	 magnitude	 of	 two	 slopes	 to	 be	 made	 identical,	 so	 as	 to
achieve	 a	 constant	 total	 real	 part	 and	 phase	 of	 the	 load	 network	 impedance	Znet	 over	 a
wide	frequency	range.	The	simulation	results	at	the	fundamental	frequency	show	that	the
resistance	ReZnet	 varies	 from	 35	 Ω	 at	 30	MHz	 to	 68	 Ω	 at	 70	MHz,	 as	 shown	 in	 Fig.
8.44(b)	by	curve	1,	whereas	 the	 load-network	phase	varies	between	27	and	40°	 in	more
than	 octave	 bandwidth	 from	 33	 to	 80	MHz	 (curve	 2),	which	 corresponds	 to	 a	 constant
inductive	 impedance	 at	 the	 fundamental	 across	 this	 frequency	 range.	 It	 is	 also	 very
important	for	high-efficiency	Class-E	approximation	that	the	reactances	at	the	second-	and
higher-order	harmonics	will	be	capacitive,	although	they	are	not	properly	optimized	over
the	entire	frequency	bandwidth.





FIGURE	8.44	Class-E	reactance	compensation	circuit	with	lumped	elements	and
transmission	line.

Figure	8.45(a)	shows	the	idealized	simulation	setup	of	a	10-W	28-V	broadband	Class-
E	power-amplifier	circuit	designed	to	operate	over	a	frequency	bandwidth	from	1.7	to	2.7
GHz	 and	 based	 on	 a	 GaN	 HEMT	 CGH40010	 device,	 where	 both	 the	 input	 matching
circuit	 and	 load	 network	 are	 composed	 of	 ideal	 transmission	 lines.	 To	 provide	 an	 input
broadband	matching,	it	 is	possible	to	use	a	multisection	matching	transformer	consisting
of	 the	 stepped	 transmission-line	 sections	 with	 different	 characteristic	 impedances	 and
electrical	 lengths.	 Such	 an	 input	 matching	 structure	 is	 convenient	 in	 practical
implementation	because	there	is	no	need	to	use	any	tuning	capacitors.	The	nominal	Class-
E	load	resistance	can	be	calculated	for	Pout	=	15	W,	Vdd	=	28	V,	and	Vsat	=	2.5	V	according
to	Eq.	(7.101)	given	in	Chap.	7	as





FIGURE	8.45	Circuit	schematics	of	broadband	GaN	HEMT	Class-E	power	amplifier.

where	 Pout	 is	 the	 output	 power	 at	 the	 fundamental	 frequency,	 Vdd	 is	 the	 drain	 supply
voltage,	and	Vsat	 is	 the	saturation	voltage	defined	from	the	device	output	current-voltage
characteristics.	 In	 this	 case,	 the	 parallel	 resonant	 circuit	 in	 the	 broadband	 Class-E	 load
network	connected	in	parallel	to	a	25-Ω	load	is	represented	by	the	open-	and	short-circuit
stubs,	 each	 having	 a	 characteristic	 impedance	 of	 50	Ω	 and	 electrical	 length	 of	 45°	 at	 2
GHz.	Simulation	 results	 show	 that	drain	 efficiencies	of	75%	or	greater	 can	be	 achieved
over	whole	required	frequency	bandwidth	with	a	power	gain	of	about	11	dB	and	an	output
power	greater	than	42	dBm.

Figure	8.45(b)	shows	the	implementation	of	an	idealized	circuit	of	a	broadband	GaN
HEMT	Class-E	power	amplifier	shown	in	Fig.	8.45(a)	into	a	RO4360	substrate,	where	an
additional	series	transmission	line	with	low	characteristic	impedance	is	used	to	match	an
idealized	25-Ω	 load	with	a	 standard	50-Ω	 load.	As	a	 result,	 an	output	power	around	42
dBm	with	a	power	gain	of	more	than	10	dB	was	simulated	for	an	input	power	of	31	dBm,
as	shown	in	Fig.	8.46(a).	In	this	case,	the	drain	efficiency	over	72%	was	achieved	across
the	required	frequency	range	from	1.7	to	2.7	GHz,	as	shown	in	Fig.	8.46(b).	Previously,	a
PAE	above	60%	was	achieved	between	1.87	and	2.11	GHz	with	an	output	power	varying
from	 20	 to	 23	 dBm	 for	 a	 medium-power	 broadband	 pHEMT	 Class-E	 power	 amplifier
using	a	transmission-line	parallel	resonant	circuit	with	short-	and	open-circuit	stubs	[57].
For	a	harmonically	tuned	GaN	HEMT	broadband	power	amplifier	using	open-circuit	stubs
in	 the	 load	 network	 incorporating	 a	 three-section	 bandpass	 filter,	 an	 output	 power	 of
around	100	W	with	a	drain	efficiency	of	greater	than	65%	in	a	frequency	bandwidth	from
1.55	to	2.25	GHz	was	achieved	[58].





FIGURE	8.46	Output	power,	power	gain,	and	efficiency	versus	frequency.

Ideally,	 the	 requirements	 to	 the	 output	 matching	 network	 for	 a	 broadband	 Class-E
power	 amplifier	 should	 include	not	 only	 achieving	 the	 inductive	 fundamental-frequency
impedance	across	the	desired	bandwidth,	but	also	necessarily	providing	high	reactance	at
harmonics.	In	this	case,	to	provide	an	impedance	matching	with	high	transformation	ratio
and	satisfy	Class-E	requirements	over	octave	bandwidth	with	minimum	in-band	ripple,	at
least	 three	 stages	 for	 the	 low-pass	 ladder-type	matching	 network	 are	 needed.	Here,	 the
series	 inductor	 as	 a	 first	 matching	 element	 can	 provide	 high-impedance	 condition	 at
harmonics	 and	 the	 device	 output	 capacitance	 should	 provide	 the	 required	 capacitive
harmonic	 reactances.	 By	 using	 a	 three-stage	 six-order	 low-pass	 filter-matching	 load
network	in	a	GaN	HEMT	Class-E	power	amplifier	where	the	series	inductors	are	replaced
by	the	short-length	high-impedance	transmission-line	sections	and	the	shunt	capacitors	are
replaced	by	the	open-circuit	low-impedance	stubs,	a	drain	efficiency	of	63	to	89%	with	an
output	power	of	10	to	20	W	and	a	power	gain	of	10	to	13	dB	was	measured	in	a	frequency
bandwidth	from	0.9	to	2.2	GHz	at	a	supply	voltage	of	26	V	[59].

8.6.3	Broadband	Parallel-Circuit	Class	E
The	 susceptance	 compensation	 technique	 can	 be	 directly	 applied	 to	 the	 switchmode
parallel-circuit	 Class-E	 power	 amplifier	 because	 its	 load-network	 configuration	 has	 an
exactly	the	same	structure	with	shunt	and	series	resonant	circuits,	as	shown	in	Fig.	8.47(a)
[60,	61].	 In	 this	 case,	 the	 nominal	 load	 resistance	R	 and	 phase	 angle	φ	 of	 the	 parallel-
circuit	Class-E	 load	network	can	be	obtained	 from	Eqs.	 (7.144)	and	(7.148)	 in	Chap.	 7,
respectively.	The	parallel	inductance	L	and	shunt	capacitance	C	required	for	an	idealized
optimum	 parallel-circuit	 Class-E	 operation	 are	 calculated	 as	 functions	 of	 the	 load
resistance	 R	 at	 the	 operating	 frequency	 from	 Eqs.	 (7.145)	 and	 (7.146)	 in	 Chap.	 7,
respectively.	The	parameters	of	the	series	resonant	L0C0	circuit	must	be	chosen	to	provide
a	constant	phase	angle	of	the	load	network	over	a	required	wide	frequency	bandwidth.





FIGURE	8.47	Single-	and	double-susceptance	compensation	circuits.

As	 a	 result,	 by	 substituting	 Eqs.	 (7.145)	 and	 (7.146)	 into	 Eq.	 (8.69),	 the	 series
capacitance	C0	and	inductance	L0	can	be	calculated	at	the	center	bandwidth	frequency	ω0
by

Wider	frequency	bandwidth	with	high-efficiency	performance	can	be	achieved	using	a
double-susceptance	compensation	circuit	shown	in	Fig.	8.47(b),	where	L0C0	and	L1C1	are
the	 series	 and	 parallel	 resonant	 circuits,	 respectively	 [62].	 In	 this	 case,	 similarly	 to	 the
broadband	design	 in	a	Class-E	mode	with	shunt	capacitance	using	a	double-susceptance
compensation,	 the	parameters	of	the	series	and	shunt	resonant	circuits	for	the	broadband
design	in	a	parallel-circuit	Class-E	mode	with	the	corresponding	loaded	quality	factors	Q0
=	ω0L0/R	 and	Q1	 =	ω0C1R,	which	 are	 close	 to	 unity	 and	 greater,	 can	 approximately	 be
calculated	from	Eqs.	(8.102)	and	(8.103),	where	the	load	angle	θ	=	tan-1(R/ω0L)	using	Eq.
(7.145)	from	Chap.	7	 is	 taken	 into	account.	Such	a	 load	network	can	be	considered	as	a
broadband	matching-forming	 circuit	 that	 provides	 simultaneously	 the	Class-E	 switching
conditions	and	matching	with	a	standard	50-Ω	load	over	wide	frequency	bandwidth	[63].

The	circuit	simulations	for	these	two	types	of	susceptance	compensation	load	networks
were	 performed	 at	 a	 center	 bandwidth	 frequency	 f0	 =	 150	 MHz	 for	 a	 standard	 load
resistance	R	=	50	Ω.	Figure	8.47(c)	shows	the	frequency	dependences	of	the	load-network
phase	 angle	φ	 for	 the	 single-	 (curve	 1)	 and	 double-susceptance	 (curve	 2)	 compensation
circuits,	 demonstrating	 their	 very	 broadband	 operation	 capability.	 Using	 just	 a	 single-
susceptance	 load	 network	 yields	 a	 significant	 widening	 of	 the	 operating	 frequency
bandwidth	with	 a	minimum	 deviation	 of	 the	magnitude	 and	 phase	 of	 the	 load-network
impedance.	 A	 double-susceptance	 compensation	 load	 network	 obtains	 a	 maximum
deviation	from	the	optimum	value	of	about	34°	by	only	3°	in	a	frequency	range	from	120
to	180	MHz.

To	achieve	 the	high-efficiency	broadband	operation	mode	with	a	high-power	gain	 in
VHF	 frequency	 band,	 it	 is	 best	 to	 design	 the	 power	 amplifier	 based	 on	 silicon
LDMOSFET	devices.	It	is	easy	to	provide	a	very	broadband	input	matching	using	lossy-
matching	circuit,	especially	at	operating	frequencies	about	10	times	lower	than	the	device
transition	frequency	fT.	Figure	8.48	shows	the	circuit	schematic	of	an	LDMOSFET	power
amplifier	designed	for	operation	in	a	2:1	frequency	bandwidth	from	100	to	200	MHz	using
a	double-susceptance	compensation	load	network	with	broadband	matching	properties	at
the	 fundamental	 frequency.	 The	 input	 lossy-matching	 circuit	 includes	 a	 simple	 L-
transformer	connected	in	parallel	with	a	series	circuit	consisting	of	an	inductor	of	20	nH
and	a	resistor	of	50	Ω.	This	provides	a	minimum	input	return	loss	at	200	MHz	of	about	15
dB	and	an	input	VSWR	less	than	1.4	over	the	entire	frequency	bandwidth	from	100	to	200
MHz.



FIGURE	8.48	Simulated	broadband	Class-E	LDMOSFET	power	amplifier.

From	 Fig.	 8.49(a),	 it	 follows	 that	 for	 such	 an	 octave-band	 VHF	 Class-E	 power
amplifier	with	an	 input	power	of	1	W	using	a	1.25-μm	LDMOSFET	device	with	a	 total
gate	width	of	28	×	1.44	mm,	a	power	gain	of	10	dB	with	deviation	of	only	±	0.5	dB	(curve
2)	can	be	achieved	with	a	drain	efficiency	of	about	70%	or	higher	(curve	1).	An	analysis
of	the	simulated	drain	voltage	and	current	waveforms	at	the	center	bandwidth	frequency	of
150	MHz	shown	in	Fig.	8.49(b)	demonstrates	that	the	broadband	operating	mode	is	very
close	 to	 a	 nominal	 parallel-circuit	 Class-E	 operation	 mode,	 although	 the	 impedance
conditions	at	higher	harmonics	are	not	controlled	properly.	As	seen	from	the	plots	when
the	 transistor	 is	 turned	on,	high	values	of	drain	 current	 (up	 to	1.3	A)	 are	 achieved	with
small	saturation	voltages	of	0	to	4	V.	On	the	other	hand,	when	the	transistor	is	turned	off,



the	drain	current	continues	to	flow,	but	now	through	the	device	gate-drain	capacitance	Cgd
and	drain-source	capacitance	Cds	but	not	through	the	active	channel.	A	drain	efficiency	of
74%	with	an	output	power	of	8	W	across	the	frequency	range	from	136	to	174	MHz	with	a
power	flatness	of	0.7	dB	was	measured	for	a	parallel-circuit	Class-E	LDMOSFET	power
amplifier	 with	 a	 low	 supply	 voltage	 of	 7.2	 V	 [64].	 A	 power-added	 efficiency	 can	 be
increased	to	80%	or	greater	in	a	frequency	range	of	140	to	180	MHz	with	an	output	power
of	34.4	±	1.5	dBm	using	a	GaN	HEMT	device	[65].





FIGURE	8.49	Broadband	performance	of	Class-E	LDMOSFET	power	amplifier.

Similarly,	 the	 transmission-line	 susceptance	 compensation	 technique	 can	 also	 be
applied	to	a	parallel-circuit	Class-E	power	amplifier	where	the	series	transmission	line	of	a
quarter	wavelength	at	the	center	bandwidth	frequency	can	be	used	instead	of	a	series	L0C0
resonant	circuit,	as	shown	in	Fig.	8.50(a).	In	some	practical	cases,	the	series	quarterwave
line	 can	 be	 replaced	 by	 an	 equivalent	 low-pass	 π-type	 circuit	 consisting	 of	 a	 series
transmission	line	with	higher	characteristic	impedance	and	electrical	length	much	less	than
90°	and	 two	shunt	capacitors	when	 the	capacitance	adjacent	 to	 the	device	output	can	be
counted	within	the	total	shunt	capacitance	required	for	a	nominal	parallel-circuit	Class-E
mode.	If	 it	 is	necessary	to	additionally	provide	an	output	matching	between	the	nominal
Class-E	 resistance	 R	 and	 standard	 load	 RL	 =	 50	 Ω,	 a	 series	 quarterwave	 line	 can	 be
replaced	by	a	low-pass	L-type	matching	circuit	with	a	series	transmission	line	and	a	shunt
capacitor,	as	shown	in	Fig.	8.50(b).



FIGURE	8.50	Transmission-line	susceptance	compensation	circuit.

Figure	 8.51(a)	 shows	 the	 example	 of	 a	 transmission-line	 broadband	 Class-E	 load
network,	 where	 the	 parallel	 inductor	 is	 replaced	 by	 a	 short-length	 short-circuited
transmission,	line,	which	can	be	easily	implemented	on	printed-circuit	board	to	minimize



insertion	 losses.	 The	 electrical	 lengths	 of	 the	 transmission	 lines	 are	 given	 at	 the	 center
bandwidth	 frequency	of	300	MHz.	 In	 this	case,	 the	 input	 load-network	 resistance	varies
from	17	Ω	at	225	MHz	to	47.5	Ω	at	400	MHz,	as	shown	in	Fig.	8.51(b)	by	curve	1,	with
much	less	variation	from	18.5	to	27	Ω	in	a	frequency	range	from	250	to	350	Ω.	The	phase
stays	almost	constant	around	33°	in	a	frequency	range	from	250	to	350	Ω	and	varies	from
22.5°	at	225	MHz	to	39.5°	at	400	MHz	(curve	2).

FIGURE	8.51	Transmission-line	Class-E	load	network	with	susceptance	compensation.

Figure	8.52(a)	shows	the	circuit	schematic	of	a	broadband	high-efficiency	microstrip
LDMOSFET	power	amplifier	with	an	output	power	of	around	20	W	and	a	power	gain	of
greater	than	12	dB	in	a	frequency	range	from	225	to	400	MHz	at	a	dc-supply	voltage	of	28
V.	Here,	to	approximate	the	parallel-circuit	Class-E	mode	in	a	wide	frequency	range,	the



load	network	was	designed	to	realize	a	single-susceptance	compensation	technique	using	a
parallel	 short-length	 transmission	 line	 in	 conjunction	with	 a	 single	L-type	 transmission-
line	transformer,	because	a	ratio	between	the	device	equivalent	output	resistance	required
for	an	optimum	Class-E	operation	and	 the	 standard	 load	of	50	Ω	 is	not	 significant.	The
input	matching	circuit	includes	the	two	low-pass	L-type	matching	sections	to	compensate
for	 the	 device	 input	 capacitance	 over	 the	 entire	 frequency	 range.	 A	 lossy	 parallel
resistance	of	75	Ω	is	necessary	to	simplify	the	matching	procedure	and	improve	the	input
return	 loss.	As	 a	 first	 step,	 each	matching	 network	 structure	 is	 calculated	 at	 the	 center-
band	 frequency	 based	 on	 the	 technical	 requirements	 and	 device	 equivalent	 circuit
parameters.	Then,	to	optimize	the	power	amplifier	performance	over	the	entire	frequency
band,	the	simplest	and	fastest	way	is	to	apply	an	optimization	procedure	using	computer
simulators	to	satisfy	certain	criteria.	For	such	a	broadband	power	amplifier,	the	minimum
output	power	ripple	and	input	return	loss	with	maximum	power	gain	and	efficiency	can	be
chosen	 as	 the	 criteria.	 Generally,	 by	 applying	 a	 nonlinear	 broadband	 optimization
technique	and	setting	 the	 ranges	of	electrical	 length	of	 the	 transmission	 lines	between	0
and	90°	and	parallel	capacitances	from	0	to	100	pF,	we	can	obtain	the	parameters	of	the
input	matching	circuit	and	output	load	network.





FIGURE	8.52	Broadband	high-efficiency	microstrip	LDMOSFET	power	amplifier.

However,	 to	 speed	 up	 this	 procedure,	 it	 is	 best	 to	 optimize	 circuit	 parameters
separately	 for	 the	 input	 and	 output	 circuits.	 In	 this	 case,	 the	 input	 matching	 circuit	 is
loaded	by	 the	device	 equivalent	 input	 series	RC	 circuit,	 consisting	of	 its	gate	 resistance
and	 gate-source	 capacitance.	 The	 load	 network	 must	 include	 at	 its	 input	 the	 device
equivalent	 output	 shunt	 RC	 circuit	 consisting	 of	 an	 optimum	 Class-E	 load	 resistance
required	for	a	specified	output	power	and	supply	voltage	and	drain-source	capacitance.	In
this	case,	 it	 is	sufficient	 to	use	a	fast	 linear	optimization	process,	which	will	 take	only	a
few	 minutes	 to	 complete	 the	 circuit	 design	 procedure.	 Finally,	 the	 resulting	 optimized
values	are	incorporated	into	the	overall	power	amplifier	circuit	for	each	element	and	final
optimization	 is	 performed	 using	 a	 nonlinear	 active	 device	 model.	 The	 optimization
process	 is	 finalized	 by	 choosing	 the	 nominal	 level	 of	 input	 power	 with	 optimizing
elements	in	narrower	ranges	of	their	values	of	about	10	to	20%	for	most	critical	elements.
For	 practical	 convenience,	 it	 is	 advisable	 to	 choose	 the	 characteristic	 impedances	 of	 all
transmission	lines	of	50	Ω.	Figure	8.52(b)	shows	the	simulated	broadband	high-efficiency
power	 amplifier	 performance	 achieving	 an	 output	 power	 of	 42.5	 to	 44.5	 dBm,	 a	 power
gain	of	13.5	±	1	dB,	and	a	drain	efficiency	of	64	±	10%	in	a	frequency	bandwidth	from
225	to	400	MHz.

8.6.4	Monolithic	Microwave	Broadband	Class-E	Power
Amplifiers

Generally,	 by	 providing	 an	 open-circuit	 termination	 for	 the	 second-	 and	 third-harmonic
components,	 the	 collector	 efficiency	 of	 a	 microwave	 Class-E	 power	 amplifier	 can	 be
increased	by	10%	[66].	In	this	case,	the	second-harmonic	termination	has	the	most	impact
on	 the	 collector	 efficiency,	 whereas	 effect	 of	 an	 open-circuit	 termination	 for	 the	 fourth
harmonic	 is	 negligible.	Moreover,	 the	 variation	 of	 the	 second-harmonic	 load	 reflection
coefficient	 by	 10%	 in	 magnitude	 from	 1	 to	 0.9	 and	 ±20°	 in	 phase	 angle	 results	 in	 an
insignificant	 efficiency	 variation	 within	 1%	 only.	 Figure	 8.53(a)	 shows	 the	 circuit
schematic	of	a	monolithic	broadband	Class-E	power	amplifier	with	a	chip	size	of	2	mm	×
2.2	mm.	The	load	network	is	a	compromise	solution	between	having	a	low	insertion	loss
and	meeting	the	necessary	requirements	for	the	optimum	Class-E	operation	with	nonzero
voltage	and	voltage-derivative	 switching	conditions	 [67].	This	 is	accomplished	by	using
two	open-circuit	stubs	in	conjunction	with	a	shunt	capacitor,	where	the	first	open-circuit
stub	in	combination	with	the	series	transmission	line	presents	broadband	high-impedance
terminations	for	the	second	harmonics	within	18	to	22	GHz,	whereas	the	combination	of
the	second	open-circuit	stub	and	the	shunt	capacitor	presents	broadband	low	impedances
at	 the	 third	 harmonics	 within	 27	 to	 33	 GHz	 and	 also	 transforms	 the	 optimum	 load
impedances	at	the	fundamental	frequencies.	The	simulated	loading	conditions	presented	to
the	 output	 of	 the	 device	 at	 the	 fundamental	 (inductive	 impedance),	 second-	 (high
impedance),	and	 third-harmonic	(low	impedance)	 frequencies	are	shown	in	Fig.	8.53(b),
which	 are	 proved	 to	 be	 adequate	 for	 broadband	 Class-E	 power	 amplifiers.	 As	 a	 result,
using	an	 indium	phosphide	(InP)	double	HBT	(DHBT)	 technology,	a	PAE	of	49	 to	65%
with	an	output	power	of	18	to	22	dBm	was	achieved	over	the	frequency	bandwidth	from	9
to	 11	GHz	 [66].	 Based	 on	 an	 InP	 DHBT	 technology,	 a	 single-stage	 broadband	X-band



Class-E	power	amplifier	can	also	achieve	a	PAE	of	45	to	60%	with	an	output	power	of	19
to	21.5	dBm	and	a	power	gain	of	9	 to	11.5	dB	over	a	34%	bandwidth,	 from	8.2	 to	11.6
GHz	[68].





FIGURE	8.53	Broadband	X-band	In	DHBT	Class-E	power	amplifier	and	impedance
conditions.

To	increase	the	overall	efficiency	of	a	two-stage	power	amplifier,	 it	may	be	assumed
that	it	is	worthwhile	to	optimize	both	amplifying	stages	to	operate	in	a	Class-E	mode.	For
example,	for	a	hybrid	microwave	GaAs	MESFET	Class-E	power	amplifier	using	the	same
devices	 in	both	stages,	 the	maximum	two-stage	power-added	efficiency	was	achieved	as
high	as	52%	(including	connector	loss)	with	a	corresponding	power	gain	of	16	dB	and	an
output	power	of	20	dBm	at	a	carrier	frequency	of	10	GHz	and	a	supply	voltage	of	4.2	V
[69].	However,	because	of	Class-E	operation	mode	of	the	driver	stage,	the	overall	power
gain	is	sufficiently	small,	thus	affecting	the	overall	efficiency.	Therefore,	by	using	a	Class-
AB	driver	stage,	similar	efficiency	can	be	achieved	with	substantially	higher	power	gain.
As	 a	 result,	 for	 a	 monolithic	 microwave	 two-stage	 high-efficiency	 InP	 DHBT	 power
amplifier	shown	in	Fig.	8.54(a),	where	 the	driver	 stage	 is	operated	 in	a	Class-AB	mode
and	the	output	stage	is	operated	in	a	Class-E	mode,	a	PAE	of	52%	with	an	output	power	of
24.6	dBm	and	a	power	gain	of	24.6	dB	was	achieved	at	a	carrier	frequency	of	8	GHz	and	a
supply	voltage	of	4	V.	The	total	emitter	area	of	the	driver-stage	device	was	chosen	to	be	90
μm2,	providing	a	PAE	of	the	driver	stage	above	40%	and	an	adequate	power	to	push	the
output	stage	deep	into	compression,	as	required	for	a	switchmode	Class-E	operation.	The
output	stage	consists	of	two	active	devices	with	a	total	emitter	area	of	360	μm2	combined
in	 parallel	 reactively,	 taking	 care	 to	 provide	 odd-mode	 instability	 suppression	 resistors
between	 the	 base	 and	 collector	 of	 each	 transistor.	 The	 power-added	 efficiency	 is
maintained	greater	than	40%	over	a	frequency	bandwidth	from	7.7	to	10.5	GHz,	as	shown
in	Fig.	8.54(b)	[69].





FIGURE	8.54	Broadband	two-stage	X-band	In	DHBT	Class-E	power	amplifier	and	its
performance.

Figure	 8.55	 shows	 the	 circuit	 schematic	 of	 a	 two-stage	 broadband	 Class-E	 power
amplifier	 implemented	 in	 a	 0.5-μm	enhancement/depletion	 pHEMT	process	with	 a	 chip
size	of	2	×	2	mm2,	which	is	intended	to	operate	in	a	frequency	range	from	1.5	to	3.8	GHz
with	a	PAE	better	than	62%	and	an	output	power	of	more	than	27	dBm	at	Vdd	=	6	V	[70].
In	this	case,	 to	provide	high	operation	efficiency	in	a	wide	frequency	range,	 the	Class-E
load	network	with	reactance	compensation	technique	followed	by	the	low-pass	matching
network	is	used.	The	driver	stage	is	designed	to	operate	in	a	Class-AB	mode	with	a	small
quiescent	 current	 for	 high	 gain	 and	 high	 efficiency	 when	 both	 input	 and	 interstage
matching	 circuits	 are	 conjugately	matched.	 For	 a	 0.5-μm	 pHEMT	 two-stage	 broadband
Class-E	power	amplifier	with	a	chip	size	of	5.25	×	2.8	mm2,	a	PAE	above	50%	with	an
output	power	over	36	dBm	at	a	drain	supply	voltage	of	6	V	was	obtained	in	a	frequency
range	of	3.0	to	3.75	GHz	[71].



FIGURE	8.55	Circuit	schematic	of	broadband	Class-E	pHEMT	power	amplifier.

8.6.5	Broadband	CMOS	Class-E	Power	Amplifiers
The	 use	 of	 cascode	 topologies	 is	 extremely	 attractive	 for	 CMOS	 power	 amplifiers,
especially	at	high	output	powers	and	dc	supply	voltages.	Optimizing	the	cascode	topology
requires	setting	the	bias	voltage	Vg	of	the	common-gate	transistor	shown	in	Fig.	8.56(a)	to
minimize	 the	 voltage	 drop	 across	 the	 oxide	 of	 each	 transistor	M1	 and	M2	 when	 these
voltage	drops	become	equal	allowing	 the	use	of	approximately	 twice	 the	supply	voltage
[72,	73].	However,	there	is	an	additional	power	loss	mechanism	as	a	specific	property	of	a
cascode	configuration	in	a	switching	Class-E	mode	when	the	common-source	device	M1	is
turned	 off,	 which	 is	 associated	 with	 charging	 and	 discharging	 processes	 of	 the	 shunt
parasitic	capacitor	Cp	consisting	of	the	drain-bulk	capacitance	of	the	device	M1	and	gate-
source	and	 source-bulk	capacitances	of	 the	device	M2.	This	 results	 in	 a	 finite	 switching
time	of	a	common	gate	device	M2	when	it	cannot	be	instantly	switched	from	the	saturation
mode	to	the	pinch-off	mode,	and	operates	in	the	active	region	when	simultaneously	output
current	 and	 output	 voltage	 are	 positive	 with	 the	 output	 power	 dissipation	 within	 the
device.	The	parasitic	capacitance	Cp	can	be	three	to	four	times	larger	than	the	drain-bulk
capacitance	of	the	device	M2	resulting	in	a	power	loss	as	large	as	20%	of	the	output	power.
A	simple	and	effective	way	 to	minimize	 this	power	 loss	contribution	 is	 to	use	a	parallel
inductor	Lp	 resonating	the	parasitic	capacitor	Cp	at	 the	operating	frequency,	as	shown	in
Fig.	8.56(b),	where	Cb	 is	 the	 blocking	 capacitor.	 The	 series	 resonant	 circuit	 required	 to
provide	a	sinusoidal	current	flowing	to	the	load	is	replaced	by	the	series	inductor	Lm	and
shunt	capacitor	Cm	forming	an	L-type	lumped	transformer	to	match	the	optimum	Class-E
load	resistance	with	a	standard	load	of	50	Ω.	As	a	result,	 the	two-stage	cascode	Class-E
power	amplifier	with	a	compensating	inductor	implemented	in	a	0.13-μm	CMOS	process
achieved	a	drain	efficiency	of	71%	and	a	PAE	of	67%	when	delivering	an	output	power	of
23	dBm	at	an	operating	frequency	of	1.7	GHz	with	a	supply	voltage	of	2.5	V.	The	driving
stage	with	a	supply	voltage	of	1.2	V	is	biased	in	a	Class	C.	The	value	of	an	inductor	Ld	is
chosen	to	compensate	for	the	gate-source	capacitance	of	the	device	M1.	The	power-added
efficiency	 higher	 than	 60%	 was	 measured	 over	 the	 frequency	 bandwidth	 of	 1.4	 to	 2.0
GHz.





FIGURE	8.56	Broadband	cascode	Class-E	power	amplifier	with	compensating	inductor.

To	realize	a	broadband	high-efficiency	operation	of	the	fully	integrated	CMOS	Class-
E	 power	 amplifier,	 a	 broadband	 and	 low-loss	 1:4	 Ruthroff-type	 transmission-line
transformer	based	on	the	broadside-coupled	transmission	lines	can	provide	an	impedance
transformation	from	12.2	±	0.1	to	50	Ω	[74].	In	a	six-layer	0.18-μm	CMOS	process,	 the
thickest	top	metal	6	is	used	as	the	primary	winding,	the	identical	thick	metal	stacked	from
metal	1	to	4	is	used	as	the	secondary	winding	to	improve	insertion	loss,	and	both	windings
are	 wound	 in	 loops	 keeping	 the	 1:1	 turns	 ratio	 to	 reduce	 the	 transformer	 size.	 Figure
8.57(a)	 shows	 the	 circuit	 schematic	 of	 a	 0.18-μm	 CMOS	 Class-E	 power	 amplifier
composed	of	the	two	nMOS	transistors	in	a	cascode	configuration	and	one	shunt	capacitor
in	the	load	network	required	for	optimum	Class-E	operation.	Here,	the	series	LC	resonant
circuit	at	the	fundamental	frequency	of	the	Class-E	power	amplifier	is	replaced	by	the	1:4
transmission-line	 transformer	 operating	 as	 a	 broadband	 bandpass	 filter.	 To	 enhance	 the
reliability	 of	 the	 transistors,	 the	 thick-oxide	 transistor	M2	 is	 used	 for	 the	 common-gate
stage,	 and	 the	 thin-oxide	 transistor	M1	 is	 used	 for	 the	 common-source	 stage.	 The	 fully
integrated	 CMOS	 Class-E	 power	 amplifier	 with	 a	 1:4	 transmission-line	 transformer
exhibits	a	broadband	output	power	level	of	24	±	0.2	dBm	from	2.4	to	3.5	GHz	at	a	supply
voltage	of	3.6	V,	with	a	maximum	PAE	of	33.2%	at	2.6	GHz.





FIGURE	8.57	Circuit	schematics	of	broadband	Class-E	CMOS	power	amplifiers.

Figure	8.57(b)	shows	the	circuit	schematic	of	a	 two-stage	broadband	Class-E	CMOS
power	 amplifier,	 where	 the	 power	 output	 stage	 is	 formed	 by	 a	 high-voltage,	 extended-
drain,	 thick-oxide	 nMOS	 device	 implemented	 in	 a	 standard	 65-nm	 CMOS	 technology
[75].	The	total	gate	width	of	the	transistor	is	3.84	mm	and	the	channel	length	is	0.28	μm,
realizing	 an	 on-resistance	 of	 0.7	 Ω,	 an	 off-resistance	 of	 10	 kΩ,	 and	 a	 drain-source
capacitance	of	approximately	4.14	pF.	To	drive	the	output	stage	as	a	switch,	a	square-wave
signal	 is	 generated	 by	 an	 inverter-based	 driver	 implemented	 using	 standard	 thick-oxide
MOS	devices	with	a	gate	length	of	0.28	μm.	To	reduce	the	peak	drain	voltage	and	improve
reliable	 operation,	 a	 suboptimum	 Class-E	 operation	 is	 applied.	 The	 broadband	 load
network	 represents	 an	 off-chip	 two-section	 LC	 ladder	 circuit.	 As	 a	 result,	 a	 measured
output	power	of	30.5	±	0.5	dBm,	a	power	gain	of	16.5	±	0.5	dB,	a	drain	efficiency	above
67%,	 and	 a	PAE	 above	 52%	 are	 achieved	 across	 the	 frequency	 bandwidth	 from	 550	 to
1050	MHz.

8.7	Practical	Broadband	RF	and	Microwave	Power
Amplifiers

Multisection	matching	networks	based	on	the	low-	and	high-pass	L-transformers	for	input
and	 output	 matching	 circuits	 can	 provide	 a	 wide	 frequency	 bandwidth	 with	 minimum
power	 gain	 ripple	 and	 significant	 harmonic	 suppression.	 Such	 a	 multisection	 matching
circuit	configuration	using	lumped	elements	was	applied	for	the	design	of	a	60-W	power
amplifier	operating	in	the	frequency	bandwidth	of	140	to	180	MHz.	The	complete	circuit
schematic	 of	 the	 power	 amplifier	 is	 shown	 in	 Fig.	 8.58	 [76].	 To	 realize	 such	 technical
requirements,	 an	 internally	 matched	 bipolar	 transistor	 for	 VHF	 applications,	 which
provides	a	100-W	output	power	level	at	a	supply	voltage	of	28	V,	was	used.	According	to
the	 device	 data	 sheet,	 the	 input	 device	 impedance	 at	 the	 center	 bandwidth	 frequency	

	is	equal	to	Zin	=	(0.9	+	j1.8)	Ω.	Therefore,	the	input	matching
circuit	was	designed	as	a	three-section	network	with	two	low-pass	sections	and	one	high-
pass	 section	 to	minimize	 the	 circuit	 quality	 factor	Q.	 In	 this	 case,	 the	device	 input	 lead
inductance	of	1.8/(2π	×	0.159)	=	1.8	nH	was	considered	as	a	series	inductive	element	of
the	 second	 low-pass	 section	with	 a	 shunt	 capacitor	 of	 540	 pF.	 This	 power	 amplifier	 is
operated	in	a	Class	C	due	to	the	base	bias	circuit	composed	of	the	two	inductors	and	a	15-
Ω	resistor,	which	also	provides	low-frequency	stability.



FIGURE	8.58	Circuit	schematic	of	broadband	high-power	VHF	bipolar	amplifier.

A	similar	design	philosophy	was	used	to	design	the	output	matching	circuit	when	the
three-section	network	maintains	a	value	of	the	quality	factor	close	to	unity	or	within	Q	=	1
circle	 on	 a	 Smith	 chart.	 The	 output	 device	 impedance	 is	 practically	 resistive	 of	 1.65	Ω
because	 the	 output	 device	 capacitive	 reactance	 is	 compensated	 by	 the	 device	 lead
inductance.	The	series	inductance	L2	of	the	first	matching	low-pass	section	adjacent	to	the
collector	 terminal	 according	 to	 the	 Smith	 chart	 can	 be	 realized	 as	 a	 section	 of	 a	 50-Ω
microstrip	 line	 with	 the	 electrical	 length	 of	 0.011λ0,	 where	 λ0	 is	 the	 wavelength
corresponding	to	the	center	bandwidth	frequency	f0.	The	physical	length	of	this	microstrip
line	for	a	1/16-in	Teflon	fiberglass	with	a	dielectric	permittivity	εr	=	2.55	must	be	of	0.51
in,	 whereas	 its	 width	 is	 equal	 to	 0.4	 in.	 The	 collector	 feed	 is	 provided	 through	 the
combination	 of	 an	 inductor	 L1,	 a	 resistor	R1	 =	 15	 Ω,	 and	 an	 RF	 choke	 (RFC),	 which
behaves	 as	 a	 high-impedance	 circuit	 at	 the	 operating	 frequencies	 but	 offers	 a	 very	 low
resistance	 at	 dc.	As	 a	 result,	 the	designed	broadband	power	 amplifier	 achieved	a	power
gain	of	at	least	8	dB	with	a	gain	ripple	of	less	than	3	dB,	a	collector	efficiency	of	greater
than	50%,	and	an	input	VSWR	below	3:1	[76].	As	an	alternative,	the	broadband	input	and
output	matching	circuits	can	be	composed	of	a	single	low-pass	matching	section	followed
by	a	4:1	transmission-line	transformer	each.	In	this	case,	an	output	power	of	more	than	25
W	with	the	collector	efficiency	close	to	70%	was	achieved	across	the	frequency	range	of



118	to	136	MHz	for	the	input	power	of	2	W	using	a	12.5-V	bipolar	device	[77].

At	microwave	frequencies,	the	amplifier	bandwidth	performance	can	also	be	improved
by	using	an	increased	number	of	the	transmission-line	transformer	sections.	For	example,
with	 the	use	of	a	multisection	 transformer	with	 seven	quarterwave	 transmission	 lines	of
different	characteristic	impedances,	a	power	gain	of	9	±	1	dB	and	a	PAE	of	37.5	±	7.5%
over	5	 to	10	GHz	were	achieved	for	a	15-W	GaAs	MESFET	power	amplifier	 [78].	The
simplified	schematic	diagram	of	this	microwave	octave-band	power	amplifier	is	shown	in
Fig.	 8.59.	 To	 achieve	 minimum	 output	 power	 flatness,	 the	 number	 of	 sections	 of	 the
output	matching	circuit	is	determined	based	on	load-pull	measurements.	At	the	same	time,
the	 number	 of	 sections	 of	 the	 input	 matching	 circuit	 to	 compensate	 for	 the	 frequency-
dependent	power	gain	is	chosen	based	on	the	small-signal	S-parameter	measurements.	For
a	5.25-mm	GaAs	MESFET	device,	 the	values	of	 the	input	and	output	 impedances	at	 the
fundamental	derived	from	its	large-signal	model	were	assumed	resistive	and	equal	to	Zin	=
0.075	Ω	and	Zout	=	1.32	Ω,	respectively.	To	achieve	minimum	gain	flatness,	the	length	of
each	 microstrip	 section	 initially	 was	 chosen	 as	 a	 quarter-wavelength	 at	 the	 highest
frequency	of	10	GHz.	However,	because	the	input	and	output	device	impedances	are	not
purely	resistive	in	practical	implementation,	the	final	optimized	length	of	each	microstrip
section	 was	 reduced	 to	 be	 a	 quarter-wavelength	 at	 around	 15	 GHz.	 The	 microstrip
transformer	sections	L1…	L6	and	L10…	L14	were	 fabricated	on	alumina	substrate	with	a
dielectric	 permittivity	 εr	 =	 9.8	 and	 a	 thickness	 of	 0.635	mm	 for	L1	 and	L2,	 0.2	mm	 for
L3…L6	and	L10…L12,	and	0.38	mm	for	L13…L14.	The	microstrip	section	L7	was	realized
on	 a	 high-dielectric	 substrate	 with	 ετ	 =	 38	 and	 thickness	 of	 0.18	 mm,	 whereas	 the
microstrip	sections	L8	and	L9	were	 fabricated	on	a	high-dielectric	 substrate	with	εr	=	89
and	thickness	of	0.15	mm.	The	final	power	amplifier	represents	a	balanced	configuration
of	the	two	5.25-mm	GaAs	MESFETs	with	hybrid	quadrature	couplers.

FIGURE	8.59	Microstrip	broadband	15-W	GaAs	MESFET	power	amplifier.



The	 circuit	 schematic	 of	 a	 high-power	 amplifier	 intended	 for	 applications	 in	 TV
transmitters	based	on	a	balanced	bipolar	transistor	BLV861	is	shown	in	Fig.	8.60	[79].	In	a
Class-AB	 operation	 with	 a	 quiescent	 current	 of	 100	 mA,	 it	 covers	 the	 frequency
bandwidth	of	470	to	860	MHz	with	an	output	power	of	100	W,	a	power	gain	of	about	9.5
dB	with	a	gain	ripple	of	±	0.5	dB,	and	a	collector	efficiency	of	55%.	The	nominal	device
input	and	load	impedances	at	663	MHz	are	equal	to	Zin	=	(4.4	+	j7.9)	Ω	and	ZL	=	(8.8	−
j3.65)	 Ω,	 respectively.	 In	 this	 case,	 the	 three-section	 input	 matching	 circuit	 and	 two-
section	 output	matching	 circuit	 contain	mixed	microstrip-lumped	 elements	 to	 transform
each	 terminal	 impedance	 level	 to	 approximately	 25	 Ω.	 The	 balanced-to-unbalanced
transformation	to	50	Ω	is	obtained	by	the	transmission-line	baluns,	each	represented	by	a
25-Ω	 semi-rigid	 coaxial	 cable	 with	 an	 electrical	 length	 of	 45°	 at	 the	 midband	 and	 a
diameter	of	1.8	mm,	soldered	over	the	whole	length	on	top	of	the	same	length	microstrip
line.	For	low-frequency	stability	enhancement,	the	input	balun	stubs	are	connected	to	the
bias	 point	 by	 means	 of	 1-Ω	 series	 resistors.	 The	 large-value	 electrolytic	 capacitors	 are
added	at	the	input	and	output	biasing	points	to	improve	the	amplifier	video	response.	The
power	amplifier	is	fabricated	on	a	laminate	substrate	with	εr	=	2.55	and	a	thickness	of	0.51
mm	(20	mils).

FIGURE	8.60	Bipolar	high-power	UHF	amplifier	for	TV	transmitters.

Figure	8.61	shows	the	circuit	schematic	of	a	two-stage	reactively	matched	GaN	HEMT



MMIC	power	amplifier,	which	operates	as	a	driver	amplifier	of	an	ultra-wideband	high-
power	 transmit	modules	 for	multifunctional	 active	 electronically	 scanned	 antenna	 radar
systems	 [80].	MMICs	 based	 on	GaN	HEMT	 technology	 can	 provide	wider	 bandwidth,
higher	 output	 power	 density,	 improved	 reliability	 at	 high	 junction	 temperature,	 better
thermal	properties,	higher	breakdown	voltage,	and	higher	operating	efficiency	compared
to	MMICs	based	on	GaAs	technology.	For	a	0.25-μm	GaN	HEMT	technology	using	SiC
substrate,	the	breakdown	voltage	of	120	V	allows	operation	with	a	supply	voltage	up	to	40
V,	 and	 the	maximum	output	 power	density	 of	 5.6	W/mm	 for	 device	gate	 periphery	 and
capacitance	 sheet	 of	 250	 pF/mm2	 for	MIM	 capacitor	 can	 be	 provided.	 In	 this	 case,	 the
MMIC	driver	amplifier	is	based	on	three	identical	GaN	HEMT	cells,	each	with	8	×	100-
μm	gate	periphery	(one	transistor	in	the	first	stage	and	two	transistors	in	the	second	stage),
to	achieve	the	maximum	output	power	of	about	36	dBm	with	a	parallel	connection	of	two
second-stage	amplifying	paths.	The	unconditional	stability	of	the	MMIC	driver	amplifier
from	100	MHz	to	6	GHz	is	provided	by	applying	parallel	RC	networks	at	the	gates	of	each
transistor	cell.	The	integrated	resistors	are	also	used	in	the	gate	bias	circuits	of	each	device
cell	 to	 ensure	 stability	 without	 sacrificing	 gain	 or	 efficiency.	 The	 dc-feed	 paths,	 which
consist	of	narrow	microstrip	 lines	 to	provide	 the	corresponding	inductive	reactances	and
bypass	MIM	capacitors	to	provide	isolation	between	the	dc	and	RF	paths,	are	constituent
parts	of	the	input,	interstage,	and	output	matching	circuits,	which	are	realized	in	the	form
of	 low-pass	 L-	 and	 T-transformers	 with	 the	 series	 microstrip	 lines	 and	 shunt	 MIM
capacitors.	The	matching	networks	provide	impedance	transformation	with	low	Q-factors
enabling	an	increased	frequency	bandwidth.





FIGURE	8.61	Circuit	schematic	of	broadband	GaN	HEMT	MMIC	power	amplifier.

Figure	8.62(a)	shows	a	photograph	of	the	reactively	matched	MMIC	driver	amplifier
with	a	chip	size	of	3	×	4	mm2.	When	driven	with	a	20-dBm	input	power,	 the	maximum
measured	output	power	achieves	4	W	with	a	typical	output	power	of	1.8	W	and	a	worst-
case	 return	 loss	 of	 7.5	 dB	 in	 the	 frequency	 range	 from	 6	 to	 18	GHz,	 as	 shown	 in	 Fig.
8.62(b).	The	output	power	of	10	W	was	achieved	for	a	three-stage	reactively	matched	GaN
HEMT	power	amplifier,	with	four	similar	device	cells	in	the	final	stage	[80].	When	driven
with	a	28-dBm	input	power,	the	maximum	measured	output	power	achieves	15.6	W	with
an	average	output	power	of	10.6	W	and	a	worst-case	return	loss	of	7.5	dB	in	the	frequency
range	 from	 6.4	 to	 18.4	 GHz.	 Over	 the	 complete	 frequency	 range	 from	 6	 to	 18	 GHz,
average	 values	 for	 PAE	 of	 18%	 are	 the	 same	 for	 simulations	 and	 measurements,	 with
typical	value	of	20%	across	the	frequency	range	from	6	to	12	GHz.





FIGURE	8.62	Circuit	schematic	of	reactively	matched	two-stage	broadband	GaN	HEMT
MMIC	power	amplifier	(Courtesy	of	Cassidian).

References
1.	H.	W.	Bode,	Network	Analysis	and	Feedback	Amplifier	Design,	New	York:	Van

Nostrand,	1945.

2.	R.	M.	Fano,	“Theoretical	Limitations	on	the	Broad-Band	Matching	of	Arbitrary
Impedances,”	J.	Franklin	Institute,	vol.	249,	pp.	57–83,	Jan.	1950,	pp.	139–154,	Feb.
1950.

3.	R.	Levy,	“Explicit	Formulas	for	Chebyshev	Impedance-Matching	Networks,
Filters	and	Interstages,”	Proc.	IEE,	vol.	111,	pp.	1099–1106,	Jun.	1964.

4.	D.	E.	Dawson,	“Closed-Form	Solutions	for	the	Design	of	Optimum	Matching
Networks,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-57,	pp.	121–129,	Jan.
2009.

5.	G.	L.	Matthaei,	“Tables	of	Chebyshev	Impedance-Transforming	Networks	of
Low-Pass	Filter	Form,”	Proc.	IEEE,	vol.	52,	pp.	939–963,	Aug.	1964.

6.	G.	L.	Matthaei,	L.	Young,	and	E.	M.	T.	Jones,	Microwave	Filters,	Impedance-
Matching	Networks,	and	Coupling	Structures,	New	York:	Artech	House,	1980.

7.	O.	A.	Chelnokov	(Ed.),	Radio	Transmitter	Devices	(in	Russian),	Moskva:	Radio
i	Svyaz,	1982.

8.	W.	H.	Ku,	M.	E.	Mokari-Bolhassan,	W.	C.	Petersen,	A.	F.	Podell,	and	B.
Kendall,	“Microwave	Octave-Band	GaAs	FET	Amplifiers,”	1975	IEEE	MTT-S	Int.
Microwave	Symp.	Dig.,	pp.	69–72.

9.	R.	S.	Pengelly	and	J.	A.	Turner,	“Monolithic	Broadband	GaAs	F.E.T.
Amplifiers,”	Electronics	Lett.,	vol.	12,	pp.	251–252,	May	1976.

10.	C.	H.	Lin,	H.	Z.	Liu,	C.	K.	Chu,	H.	K.	Huang,	C.	C.	Liu,	C.	H.	Chang,	C.	L.
Wu,	et	al.,	“A	Compact	6.5-W	PHEMT	MMIC	Power	Amplifier	for	Ku-Band
Applications,”	IEEE	Microwave	and	Wireless	Components	Lett.,	vol.	17,	pp.	154–
156,	Feb.	2007.

11.	P.	C.	Huang,	Z.	M.	Tsai,	K.	Y.	Lin,	and	H.	Wang,	“A	17-35	GHz	Broadband,
High	Efficiency	PHEMT	Power	Amplifier	Using	Synthesized	Transformer	Matching
Technique,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-60,	pp.	112–119,	Jan.
2012.

12.	H.	Wang,	C.	Sideris,	and	A.	Hajimiri,	“A	CMOS	Broadband	Power	Amplifier
with	a	Transformer-Based	High-Order	Output	Matching	Network,”	IEEE	J.	Solid-
State	Circuits,	vol.	SC-45,	pp.	2709–2722,	Dec.	2010.

13.	B.	S.	Yarman	and	A.	Aksen,	“An	Integrated	Design	Tool	to	Construct	Lossless
Matching	Networks	with	Mixed	Lumped	and	Distributed	Elements,”	IEEE	Trans.
Circuits	and	Systems-I:	Fundamental	Theory	Appl.,	vol.	CAS-I-39,	pp.	713–723,



Sep.	1992.

14.	P.	I.	Richards,	“Resistor-Transmission	Line	Circuits,”	Proc.	IRE,	vol.	36,	pp.
217–220,	Feb.	1948.

15.	R.	Saal	and	E.	Ulbrich,	“On	the	Design	of	Filters	by	Synthesis,”	IRE	Trans
Circuit	Theory,	vol.	CT-5,	pp.	284–327,	Dec.	1958.

16.	P.	I.	Richards,	“Applications	of	Matrix	Algebra	to	Filter	Theory,”	Proc.	IRE,
vol.	34,	pp.	145–150,	Mar.	1946.

17.	H.	Ozaki	and	J.	Ishii,	“Synthesis	of	Transmission-Line	Networks	and	the
Design	of	UHF	Filters,”	IRE	Trans	Circuit	Theory,	vol.	CT-2,	pp.	325–336,	Dec.
1955.

18.	H.	F.	Cooke,	“Microwave	Transistors:	Theory	and	Design,”	Proc.	IEEE,	vol.
59,	pp.	1163–1181,	Aug.	1971.

19.	R.	S.	Tucker,	“Gain-Bandwidth	Limitations	of	Microwave	Transistor
Amplifiers,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-21,	pp.	322–327,	May
1973.

20.	C.	A.	Liechti	and	R.	L.	Tillman,	“Design	and	Performance	of	Microwave
Amplifiers	with	GaAs	Schottky-Gate	Field-Effect	Transistors,”	IEEE	Trans.
Microwave	Theory	Tech.,	vol.	MTT-22,	pp.	510–517,	May	1974.

21.	W.	H.	Ku	and	W.	C.	Petersen,	“Optimum	Gain-Bandwidth	Limitations	of
Transistor	Amplifiers	as	Reactively	Constrained	Active	Two-Port	Networks,”	IEEE
Trans.	Circuits	and	Systems,	vol.	CAS-22,	pp.	523–533,	Jun.	1975.

22.	R.	E.	Neidert	and	H.	A.	Willing,	“Wide-Band	Gallium	Arsenide	Power
MESFET	Amplifiers,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-24,	pp.	342–
350,	Jun.	1976.

23.	P.	Saad,	C,	Fager,	H.	Cao,	H.	Zirath,	and	K.	Andersson,	“Design	of	a	Highly
Efficient	2-4-GHz	Octave	Bandwidth	GaN-HEMT	Power	Amplifier,”	IEEE	Trans.
Microwave	Theory	Tech.,	vol.	MTT-58,	pp.	1677–1685,	Jul.	2010.

24.	H.	Q.	Tserng,	V.	Sokolov,	H.	M.	Macksey,	and	W.	R.	Wisseman,	“Microwave
Power	GaAs	FET	Amplifiers,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-24,
pp.	936–943,	Dec.	1976.

25.	H.	J.	Riblet,	“General	Synthesis	of	Quarter-Wave	Impedance	Transformers,”
IRE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-5,	pp.	36–43,	Apr.	1957.

26.	S.	B.	Cohn,	“Optimum	Design	of	Stepped	Transmission-Line	Transformers,”
IRE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-3,	pp.	16–21,	Apr.	1955.

27.	V.	P.	Meschanov,	I.	A.	Rasukova,	and	V.	D.	Tupikin,	“Stepped	Transformers	on
TEM-Transmission	Lines,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-44,	pp.
793–798,	Jun.	1996.

28.	G.	L.	Matthaei,	“Short-Step	Chebyshev	Impedance	Transformers,”	IEEE
Trans.	Microwave	Theory	Tech.,	vol.	MTT-14,	pp.	372–383,	Aug.	1966.



29.	H.	W.	Bode,	“Attenuation	Equalizer,”	U.S.	Patent	2,096,027,	Oct.	1937	(filed
Jan.	1936).

30.	G.	Loeber,	H.	Overbeck,	and	W.	Schlotterbeck,	“Transistorized	Microwave
Broadband	Power	Amplifiers	Covering	the	Frequency	Range	from	500	to	1000
MHz,”	Proc.	1st	Europ.	Microwave	Conf.,	pp.	439–442,	1969.

31.	C.	A.	Liechti	and	R.	L.	Tillman,	“Design	and	Performance	of	Microwave
Amplifiers	with	GaAs	Schottky-Gate	Field-Effect	Transistors,”	IEEE	Trans.
Microwave	Theory	Tech.,	vol.	MTT-22,	pp.	510–517,	May	1974.

32.	D.	P.	Hornbuckle	and	L.	J.	Kuhlman,	Jr.,	“Broad-Band	Medium-Power
Amplification	in	the	2-12.4-GHz	Range	with	GaAs	MESFET’s,”	IEEE	Trans.
Microwave	Theory	Tech.,	vol.	MTT-24,	pp.	338–342,	Jun.	1976.

33.	J.	Obregon,	R.	Funck,	and	S.	Barvet,	“A	150MHz-16GHz	FET	Amplifier,”
1981	IEEE	Int.	Solid-State	Circuits	Conf.	Dig.,	pp.	66–67.

34.	K.	Honjo	and	Y.	Takayama,	“GaAs	FET	Ultrabroad-Band	Amplifiers	for
Gbit/s	Data	Rate	Systems,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-29,	pp.
629–633,	Jul.	1981.

35.	N.	Riddle	and	R.	J.	Trew,	“A	Broad-Band	Amplifier	Output	Network	Design”,
IEEE	Microwave	Theory	Tech.,	vol.	MTT-30,	pp.	192–196,	Feb.	1982.

36.	K.	B.	Niclas,	“On	Design	and	Performance	of	Lossy	Match	GaAs	MESFET
Amplifiers,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-30,	pp.	1900–1906,
Nov.	1982.

37.	K.	B.	Niclas,	“Multi-Octave	Performance	of	Single-Ended	Microwave	Solid-
State	Amplifiers,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-32,	pp.	896–908,
Aug.	1984.

38.	V.	V.	Nikiforov,	T.	T.	Kulish,	and	I.	V.	Shevnin,	“Broadband	HF-VHF
MOSFET	Power	Amplifier	Design	(in	Russian),”	Poluprovodnikovaya	Elektronika	v
Tekhnike	Svyazi,	vol.	23,	pp.	27–36,	1983.

39.	O.	Pitzalis,	Jr.,	R.	E.	Horn,	and	R.	J.	Baranello,	“Broadband	60-W	HF	Linear
Amplifier,”	IEEE	J.	Solid-State	Circuits,	vol.	SC-6,	pp.	93–103,	Jun.	1971.

40.	A.	V.	Grebennikov,	V.	V.	Nikiforov,	and	A.	B.	Ryzhikov,	“The	Powerful
Transistor	Amplifier	Modules	for	VHF	FM	and	TV	Broadcasting	(in	Russian),”
Elektrosvyaz,	pp.	28–31,	Mar.	1996.

41.	Y.	Ito,	M.	Nii,	Y.	Kohno,	M.	Mochizuki,	and	T.	Takagi,	“A	4	to	25	GHz	0.5	W
Monolithic	Lossy	Match	Amplifier,”	1994	IEEE	MTT-S	Int.	Microwave	Symp.	Dig.,
pp.	257–260.

42.	A.	R.	Barnes,	M.	T.	Moore,	and	M.	B.	Allenson,	“A	6-18	GHz	Broadband
High	Power	MMIC	for	EW	Applications,”	1997	IEEE	MTT-S	Int.	Microwave	Symp.
Dig.,	pp.	1429–1432.

43.	Y.	F.	Wu,	R.	A.	York,	S.	Keller,	B.	P.	Keller,	and	U.	K.	Mishra,	“3-9-GHz
GaN-Based	Microwave	Power	Amplifiers	with	L-C-R	Broad-Band	Matching,”	IEEE



Microwave	and	Guided	Wave	Lett.,	vol.	9,	pp.	314–316,	Aug.	1999.

44.	J.	J.	Xu,	S.	Keller,	G.	Parish,	S.	Heikman,	U.	K.	Mishra,	and	R.	A.	York,	“A	3-
10-GHz	GaN-Based	Flip-Chip	Integrated	Broad-Band	Power	Amplifier,”	IEEE
Trans.	Microwave	Theory	Tech.,	vol.	MTT-48,	pp.	2573–2578,	Dec.	2000.

45.	K.	Krishnamurthy,	D.	Wang,	B.	Landberg,	and	J.	Martin,	“RLC	Matched	GaN
HEMT	Power	Amplifier	with	2	GHz	Bandwidth,”	2008	IEEE	Compound
Semiconductor	Integrated	Circuits	Symp.	Dig.,	pp.	1–4.

46.	J.	K.	A.	Everard	and	A.	J.	King,	“Broadband	Power	Efficient	Class	E
Amplifiers	with	a	Non-Linear	CAD	Model	of	the	Active	MOS	Device,”	J.	IERE,	vol.
57,	pp.	52–58,	Mar.	1987.

47.	G.	L.	Matthaei,	“A	Study	of	the	Optimum	Design	of	Wide-band	Parametric
Amplifiers	and	Up-Converters,”	IRE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-9,
pp.	23–38,	Jan.	1961.

48.	J.	T.	DeJaeger,	“Maximum	Bandwidth	Performance	of	a	Nondegenerate
Parametric	Amplifier	with	Single-Tuned	Idler	Circuit,”	IEEE	Trans.	Microwave
Theory	Tech.,	vol.	MTT-12,	pp.	459–467,	Jul.	1964.

49.	B.	L.	Humphreys,	“Characteristics	of	Broadband	Parametric	Amplifiers	Using
Filter	Networks,”	Proc.	IEE,	vol.	111,	pp.	264–274,	Feb.	1964.

50.	R.	V.	Gelsthorpe	and	C.	S.	Aitchison,	“Analytical	Evaluation	of	the
Components	Necessary	for	Double	Reactance	Compensation	of	an	Oscillator,”
Electronics	Lett.,	vol.	12,	pp.	485–486,	Sep.	1976.

51.	A.	G.	Chapman	and	C.	S.	Aitchison,	“Circuit	Technique	for	Broadband
Impedance	Matching	of	Passive	Loads,”	IEE	J.	Microwaves	Optics	Acoustics,	vol.	3,
pp.	43–50,	Mar.	1979.

52.	E.	Camargo	and	D.	Consoni,	“Reactance	Compensation	Matches	FET
Circuits,”	Microwaves,	vol.	24,	pp.	93–95,	Jun.	1985.

53.	R.	Soares,	GaAs	MESFET	Circuit	Design,	Boston:	Artech	House,	1988.

54.	A.	Al	Tanany,	A.	Sayed,	and	G.	Boeck,	“Broadband	GaN	Switch	Mode	Class
E	Power	Amplifier	for	UHF	Applications,”	2009	IEEE	MTT-S	Int.	Microwave	Symp.
Dig.,	pp.	761–764.

55.	A.	Al	Tanany,	A.	Sayed,	O.	Bengtsson,	and	G.	Boeck,	“Time	Domain	Analysis
of	Broadband	GaN	Switch	Mode	Class-E	Power	Amplifier,”	Proc.	5th	German
Microwave	Conf.,	pp.	254–257,	2010.

56.	V.	S.	Rao	Gudimetla	and	A.	Z.	Kain,	“Design	and	Validation	of	the	Load
Networks	for	Broadband	Class	E	Amplifiers	Using	Nonlinear	Device	Models,”	1999
IEEE	MTT-S	Int.	Microwave	Symp.	Dig.,	pp.	823–826.

57.	Y.	Qin,	S.	Gao,	P.	Butterworth,	E.	Korolkiewicz,	and	A.	Sambell,	“Improved
Design	Technique	of	a	Broadband	Class-E	Power	Amplifier	at	2GHz,”	Proc.	35th
Europ.	Microwave	Conf.,	vol.	1,	pp.	1–4,	2005.

58.	A.	Al	Tanany,	D.	Gruner,	and	G.	Boeck,	“Harmonically	Tuned	100	W



Broadband	GaN	HEMT	Power	Amplifier	with	more	than	60%	PAE,”	Proc.	41st
Europ.	Microwave	Conf.,	pp.	159–162,	2011.

59.	K.	Chen	and	D.	Peroulis,	“Design	of	Highly	Efficient	Broadband	Class-E
Power	Amplifier	Using	Synthesized	Low-Pass	Matching	Networks,”	IEEE	Trans.
Microwave	Theory	Tech.,	vol.	MTT-59,	pp.	3162–3173,	Dec.	2011.

60.	H.	Jaeger,	A.	V.	Grebennikov,	E.	P.	Heaney,	and	R.	Weigel,	“Broadband	High-
Efficiency	monolithic	InGaP/GaAs	HBT	Power	Amplifiers	for	3G	Handset
Applications,”	2002	IEEE	MTT-S	Int.	Microwave	Symp.	Dig.,	vol.	2,	pp.	1035–1038.

61.	H.	Jaeger,	A.	V.	Grebennikov,	E.	P.	Heaney,	and	R.	Weigel,	“Broadband	High-
Efficiency	Monolithic	InGaP/GaAs	HBT	Power	Amplifiers	for	Wireless
Applications,”	Int.	J.	RF	and	Microwave	Computer-Aided	Eng.,	vol.	13,	pp.	496–519,
Jun.	2003.

62.	A.	Grebennikov,	“Simple	Design	Equations	for	Broadband	Class	E	Power
Amplifiers	with	Reactance	Compensation,”	2001	IEEE	MTT-S	Int.	Microwave	Symp.
Dig.,	vol.	3,	pp.	2143–2146.

63.	V.	I.	Degtev	and	V.	B.	Kozyrev,	“Transistor	Single-Ended	Switching-Mode
Power	Amplifier	with	Forming	Circuit	(in	Russian),”	Poluprovodnikovaya
Elektronika	v	Tekhnike	Svyazi,	vol.	26,	pp.	178–188,	1986.

64.	N.	Kumar,	C.	Prakash,	A.	Grebennikov,	and	A.	Mediano,	“High-Efficiency
Broadband	Parallel-Circuit	Class	E	Power	Amplifier	with	Reactance-Compensation
Technique,”	IEEE	Trans.	Microwave	Theory	Tech.,	vol.	MTT-56,	pp.	604–612,	Mar.
2008.

65.	E.	Khansalee,	N.	Puangngernmak,	and	S.	Chalermwisutkul,	“Design	of	140-
170	MHz	Class	E	Power	Amplifier	with	Parallel	Circuit	on	GaN	HEMT,”	Proc.	Int.
Electrical	Eng./Electron.	Computer	Telecom.	Inform.	Technol.	Conf.,	pp.	570–574,
2010.

66.	T.	K.	Quach,	P.	M.	Watson,	W.	Okamura,	E.	N.	Kaneshiro,	A.	Gutierrez-
Aitken,	T.	R.	Block,	J.	W.	Eldredge,	et	al.,	“Ultra-High	Efficiency	Power	Amplifier
for	Space	Radar	Applications,”	IEEE	J.	Solid-State	Circuits,	vol.	SC-37,	pp.	1126–
1134,	Sep.	2002.

67.	P.	Watson,	R.	Neidhard,	L.	Kehias,	R.	Welch,	T.	Quach,	R.	Worley,	M.	Pacer,
et	al.,	“Ultra-High	Efficiency	Operation	Based	on	an	Alternative	Class-E	Mode,”
2000	IEEE	GaAs	IC	Symp.	Dig.,	pp.	53–56.

68.	P.	Watson,	T.	Quach,	H.	Axtel,	A.	Gutierrez-Aitken,	E.	Kaneshiro,	W.	Lee,	A.
Mattamana,	A.	Oki,	P.	Orlando,	V.	Patel,	and	D.	Sawdai,	“An	Indium	Phosphide	X-
Band	Class-E	Power	MMIC	with	40%	Bandwidth,”	2005	IEEE	CSIC	Symp.	Dig.,	pp.
220–223.

69.	S.	Pajic,	N.	Wang,	P.	M.	Watson,	T.	K.	Quach,	and	Z.	Popovic,	“X-Band	Two-
Stage	High-Efficiency	Switched-Mode	Power	Amplifiers,”	IEEE	Trans.	Microwave
Theory	Tech.,	vol.	MTT-53,	pp.	2899–2907,	Sep.	2005.

70.	C.-H.	Lin	and	H.-Y.	Chang,	“A	High	Efficiency	Broadband	Class-E	Power



Amplifier	Using	a	Reactance	Compensation	Technique,”	IEEE	Microwave	and
Wireless	Components	Lett.,	vol.	20,	pp.	507–509,	Sep.	2010.

71.	M.	van	Wanum,	R.	van	Dijk,	P.	de	Hek,	and	F.	E.	van	Vliet,	“Broadband	S-
Band	Class	E	HPA,”	Proc.	4th	Europ.	Microwave	Integrated	Circuits	Conf.,	pp.	29–
32,	2009.

72.	A.	Mazzanti,	L.	Larcher,	R.	Brama,	and	F.	Svelto,	“A	1.4	GHz–2	GHz
Wideband	CMOS	Class-E	Power	Amplifier	Delivering	23dBm	Peak	with	67%	PAE,”
2005	IEEE	RFIC	Symp.	Dig.,	pp.	425–428.

73.	A.	Mazzanti,	L.	Larcher,	R.	Brama,	and	F.	Svelto,	“Analysis	of	Reliability	and
Power	Efficiency	in	Cascode	Class-E	PAs,”	IEEE	J.	Solid-State	Circuits,	vol.	SC-41,
pp.	1222–1229,	May	2006.

74.	H.-Y.	Liao,	M.-W.	Pan,	and	H.-K.	Chiou,	“Fully-Integrated	CMOS	Class-E
Power	Amplifier	Using	Broadband	and	Low-Loss	1:4	Transmission-Line
Transformer,”	Electronics	Lett.,	vol.	46,	pp.	1490–1491,	Oct.	2010.

75.	R.	Zhang,	M.	Acar,	M.	P.	van	der	Heijden,	M.	Apostolidou,	L.	C.	N.	de
Vreede,	and	M.	W.	Leenaerts,	“A	550-1050MHz	+30dBm	Class-E	Power	Amplifier
in	65	nm	CMOS,”	2011	IEEE	RFIC	Symp.	Dig.,	pp.	289–292.

76.	A.	Tam,	“Network	Building	Blocks	Balance	Power	Amp	Parameters,”
Microwaves	&	RF,	vol.	23,	pp.	81–87,	Jul.	1984.

77.	B.	Becciolini,	“Impedance	Matching	Networks	Applied	to	RF	Power
Transistors,”	Application	Note	AN721,	Freescale	Semiconductor,	2005.

78.	Y.	Ito,	M.	Mochizuki,	M.	Kohno,	H.	Masuno,	T.	Takagi,	and	Y.	Mitsui,	“A	5-
10	GHz	15-W	GaAs	MESFET	Amplifier	with	Flat	Gain	and	Power	Responses,”
IEEE	Microwave	and	Guided	Wave	Lett.,	vol.	5,	pp.	454–456,	Dec.	1995.

79.	“A	Broadband	100	W	Push	Pull	Amplifier	for	Band	IV	&	V	TV	Transmitters
Based	on	the	BLV861,”	Application	Note	AN98033,	Philips	Semiconductors,	Mar.
1998.

80.	U.	Schmid,	H.	Sledzik,	P.	Schuh,	J.	Schroth,	M.	Oppermann,	P.	Brueckner,	F.
van	Raay,	et	al.,	“Ultra-Wideband	GaN	MMIC	Chip	Set	and	High	Power	Amplifier
Module	for	Multi-Function	Defense	AESA	Applications,”	IEEE	Trans.	Microwave
Theory	Tech.,	vol.	MTT-61,	pp.	3043–3051,	Aug.	2013.



CHAPTER	9



I

Linearization	and	Efficiency
Enhancement	Techniques

n	 modern	 wireless	 communication	 systems,	 it	 is	 very	 important	 to	 realize
simultaneously	 high-efficiency	 and	 linear	 operation	 of	 the	 power	 amplifiers.	 This

chapter	 describes	 a	 variety	 of	 techniques	 and	 approaches	 that	 can	 improve	 the	 power
amplifier	performance.	To	 increase	 efficiency	over	power	backoff	 range,	 the	outphasing
and	 envelope-tracking	 power	 amplifier	 architectures,	 as	 well	 as	 the	 switched-path	 and
variable-load	 power	 amplifier	 configurations	 are	 discussed	 and	 analyzed.	 There	 are
several	linearization	techniques	that	provide	linearization	of	both	entire	transmitter	system
and	 individual	 power	 amplifier.	 Feedforward	 linearization	 techniques	 is	 available
technology	 for	 satellite	 and	 cellular	 base	 station	 applications	 with	 achieving	 very	 high
linearity	levels.	Its	practical	realization	is	quite	complicated	and	very	sensitive	to	both	the
feedback	 loop	 imbalance	 and	 the	 parameters	 of	 its	 individual	 components.	 Analog
predistortion	linearization	technique	is	the	simplest	form	of	power	amplifier	linearization
and	 can	 be	 used	 for	 handset	 applications,	 although	 significant	 linearity	 improvement	 is
difficult	to	realize.	The	choice	of	a	proper	high-efficiency	approach	or	linearity	correction
scheme	depends	on	performance	tradeoffs,	as	well	as	manufacturing	capabilities.	Finally,
the	 circuit	 schematics	 and	monolithic	 implementation	of	 the	high-efficiency	GaAs	HBT
and	CMOS	power	amplifiers	for	handset	applications	are	shown	and	described.

9.1	Feedforward	Amplifier	Architecture
In	the	mid-1920s,	H.	S.	Black	firstly	proposed	the	method	of	suppressing	even-	and	odd-
order	 distortion	 components	 produced	 in	 a	 nonlinear	 transmitting	 system	 [1].	However,
interest	 in	 this	 invention	 was	 limited	 at	 that	 time	 due	 to	 success	 of	 the	 competitive
feedback	 approach	 invented	 later	 by	 him	 as	 well,	 because	 of	 the	 simplicity	 and
effectiveness	 of	 the	 latter.	 Only	 almost	 three	 decades	 later	W.	 D.	 Lewis	 extended	 this
approach	 to	 microwave	 frequencies	 by	 using	 the	 waveguide	 sections	 for	 delay	 lines,
branch-line	hybrid	 junctions,	 and	directional	 couplers	 [2].	Since	 then,	 the	 interest	 in	 the
use	of	a	feedforward	correction	in	RF	and	microwave	applications	had	become	significant
to	 satisfy	 simultaneously	 strong	 requirements	 in	 high	 output	 powers,	 extremely	 high
degrees	 of	 linearity,	 good	 time	 stability,	 and	 broad	 bandwidths.	 H.	 Seidel	 described	 in
detail	the	application	of	a	feedforward	compensated	circuit,	in	which	the	amplified	signal
is	 compared	with	 a	 time-shifted	 reference	 signal	 [3].	 In	 this	 case,	 the	 error	 component,
which	includes	both	noise	and	distortion	components	introduced	by	the	main	amplifier,	is
then	 amplified	 by	means	 of	 a	 high-quality	 linear	 subsidiary	 amplifier	 and	 added	 to	 the
time-shifted	amplified	signal	in	such	a	phase	as	to	minimize	the	error	in	the	output	signal.
To	minimize	errors	due	to	impedance	mismatch	in	the	amplifier	circuit,	the	hybrid-coupler
power	dividers	can	be	used.	At	the	same	time,	to	minimize	noise	in	the	output	signal	due
to	the	subsidiary	amplifier,	the	portion	of	input	signal	coupled	to	the	subsidiary	amplifier
must	be	larger	than	that	of	coupled	to	the	main	amplifier.	Most	efficient	utilization	of	the



power	in	the	amplified	signal	and	the	error	signal	can	be	realized	by	using	a	reactive	three-
port	network	to	match	the	main	signal	path	and	the	error	signal	path	to	the	output	load.	As
a	 part	 of	 a	 test	 to	 determine	 its	 applicability	 to	 coaxial	 repeaters,	 a	 feedforward	 error-
controlled	system	was	applied	to	a	coaxial	flat-gain	amplifier	operating	in	the	frequency
range	of	0.5	to	20	MHz.	As	a	result,	a	modulation	product	reduction	of	greater	than	35	dB
over	a	40:1	bandwidth	was	achieved	[4,	5].	The	use	of	a	 feedforward	architecture	could
result	 in	up	 to	20-dB	distortion	 improvement	 in	a	 feedback	amplifier	operating	over	 the
whole	 frequency	 decade	 bandwidth	 of	 30	 to	 300	 MHz	 [6].	 In	 a	 practical	 2.2-GHz
feedforward	amplifier	system	with	a	power	gain	of	30	dB	and	an	output	power	of	1.25	W,
the	 suppression	 of	 the	 intermodulation	 distortion	 products	 of	 at	 least	 50	 dB	 from	 the
carrier	level	was	achieved	[7].

Figure	 9.1	 shows	 the	 principle	 of	 operation	 and	 basic	 structure	 of	 the	 feedforward
linearization	amplifier,	which	consists	of	two	cancellation	loops	and	generally	includes	the
main	power	amplifier,	three	couplers,	two	phase	shifters,	and	an	auxiliary	error	amplifier.
The	operation	of	 the	feedforward	 linearization	circuit	 is	based	on	 the	subtraction	of	 two
equal	 signals	 with	 subsequent	 cancellation	 of	 the	 error	 signal	 in	 the	 amplifier	 output
spectrum.	 Its	 operation	 principle	 can	 be	 seen	 clearly	 from	 the	 two-tone	 test	 spectra	 at
various	points	in	the	block	diagram.	The	input	signal	is	split	by	input	coupler-splitter	into
two	identical	parts,	although	in	a	common	case	the	ratio	used	in	the	splitting	process	does
not	need	to	be	equal,	with	one	part	going	to	the	main	power	amplifier,	while	the	other	part
goes	 to	 a	 delay	 element.	The	 signal	 in	 the	 top	 path	 is	 amplified	 by	 the	main	 amplifier,
whose	 inherent	 nonlinear	 behavior	 contributes	 to	 the	 intermodulation	 and	 harmonic
distortion	 components	 that	 are	 added	 to	 the	 original	 signal.	 This	 signal	 is	 sampled	 and
scaled	 by	 the	 coupler-subtracter	 before	 being	 combined	with	 the	 delayed	 distortion-free
portion	of	 the	 input	signal.	The	resulting	error	signal	 ideally	contains	only	the	distortion
components	provided	by	the	main	amplifier.	The	error	signal	is	then	amplified	linearly	by
a	low-power	high-linearity	error	amplifier	to	the	level	required	to	cancel	the	distortion	in
the	main	amplifying	path,	and	 is	 then	fed	 to	 the	output	directional	coupler-combiner,	on
the	other	 input	of	which	a	 time-delayed	and	out-of-phase	main-path	signal	 is	forwarded.
The	 resulting	 signal	 at	 the	 output	 of	 the	 feedforward	 linearization	 system	 represents	 an
error-free	signal	 in	an	ideal	case	or	essentially	an	amplified	version	of	 the	original	 input
signal	in	practice.



FIGURE	9.1	Basic	structure	and	operation	principle	of	feedforward	amplifier.

The	 operation	 quality	 of	 the	 feedforward	 amplifier	 system	 obviously	 depends
significantly	on	cancellation	accuracy	at	coupler-subtracter	and	output	coupler-combiner.
The	 level	 of	 distortion	 reduction	 is	 determined	 by	 the	 cancellation	 occurring	 at	 output
coupler-combiner,	 and	 cancellation	 of	 the	 fundamental	 signals	 at	 coupler-subtracter	 is
required	 to	 prevent	 subtraction	 of	 the	 fundamentals	 at	 output	 coupler-combiner	 and
consequent	 gain	 loss.	 At	 the	 same	 time,	 cancellation	 of	 the	 fundamentals	 at	 coupler-
subtracter	is	also	important	in	order	to	prevent	large	amplitude	error	signals	from	entering
error	amplifier	and	possibly	causing	significant	distortion	 in	 that	amplifier.	Generally,	 in
the	 first	carrier-cancellation	 loop	 the	precision	 in	cancellation	 is	 required	only	 to	 such	a
degree	as	to	avoid	any	substantial	degradation	of	linearity	in	the	error	amplifier	[5].	On	the
other	 hand,	 because	 the	 second	 distortion-cancellation	 loop	 controls	 the	 entire	 linearity
improvement	of	the	feedforward	system,	the	degree	of	its	balance	should	always	be	at	the
highest	level	[7].

To	analyze	the	effect	of	 imperfect	magnitude	and	phase	equalization	in	 the	amplifier
and	 delay	 line	 paths	 at	 any	 particular	 frequency,	 consider	 the	 signal	 in	 each	 upper	 and
lower	paths	of	the	first	cancellation	loop	to	be	cosinusoidal	as

where	ΔV	is	the	amplitude	imbalance	and	θ	is	the	phase	imbalance.

After	 subtraction	 of	 these	 signals	 in	 a	 coupler-subtracter,	 we	 have	 in	 a	 normalized



form

where	Δv	=	v1	–	v2	and

As	a	result,	for	a	total	imbalance	magnitude,

Because	cancellation	achieved	by	the	second	loop	can	be	analyzed	ideally	in	a	similar
way,	 the	cancellation	result	achieved	by	the	first	and	second	loops	independently	can	be
rewritten	in	the	corresponding	forms	(in	decibels)	as

where	α1	and	θ1	are	the	amplitude	and	phase	imbalance	in	the	first	loop,	and	α2	and	θ2	are
the	amplitude	and	phase	imbalance	in	the	second	loop	[8].

Figure	 9.2	 shows	 the	 distortion	 cancellation	 as	 a	 function	 of	 amplitude	 and	 phase
imbalance.	From	these	curves	 it	 follows	 that	 it	 is	necessary	 to	maintain	extremely	small
amounts	of	amplitude	imbalance	in	order	to	obtain	a	high	degree	of	cancellation	accuracy.
For	example,	a	40	dB	of	cancellation	would	require	a	phase	imbalance	of	less	than	1°	and
an	amplitude	 imbalance	of	 less	 than	0.1	dB.	However,	 the	demand	 for	a	high	degree	of
linearity	 improvement	 will	 cause	 the	 system	 to	 become	 sensitive	 to	 circuit	 parameter
variations	 due	 to	 temperature	 change.	 To	 achieve	 temperature	 stability	 in	 a	 practical
system,	the	degree	of	linearity	improvement	should	be	kept	at	a	reasonably	low	level.	For
example,	a	30	dB	of	cancellation	would	require	only	an	amplitude	imbalance	of	0.25	dB
and	 a	 phase	 imbalance	 of	 1.8°.	To	 improve	 the	 temperature	 stability	 characteristic,	 it	 is
better	 to	 implement	 both	main	 and	 error	 amplifiers	 using	 the	 same	 technology,	 similar
components,	 and	 assembly	 techniques.	However,	 if	 a	 higher	 degree	 of	 balance	 is	 to	 be
maintained	at	all	times,	an	automatic	adaptive	control	system	must	be	employed.	Besides,
an	 additional	 transmission-line	 delay	 mismatch	 can	 be	 taken	 into	 account	 when	 using
transmission	 lines	 in	 high-frequency	 feedforward	 linearization	 systems.	 For	 example,	 if
the	difference	 in	wavelength	between	 the	 transmission	 lines	 in	upper	and	 lower	paths	at
the	 center	 bandwidth	 frequency	 f0	 is	 equal	 to	 0.1f0,	 the	 phase	 imbalance	 should	 be
maintained	within	approximately	1.0°	in	order	to	obtain	a	30	dB	of	cancellation	with	a	30-
MHz	bandwidth	at	800	MHz	for	α	=	0.1	dB	[9].



FIGURE	9.2	Cancellation	as	function	of	amplitude	and	phase	imbalance.

It	 is	 of	 great	 importance	 for	 telecommunication	 system	 to	 minimize	 its	 nonlinear
distortion	 level,	 and	 the	 main	 factor	 of	 its	 linearity	 is	 a	 level	 of	 the	 third-order
intermodulation	 products	 at	 the	 system	 output.	 In	 this	 case,	 consider	 the	 cancellation



provided	by	both	first	and	second	loop	through	the	parameters	of	the	feedforward	system
[10].	At	the	output	of	the	coupler-subtracter	with	suppressed	carrier	Psupp,	the	cancellation
of	the	first	loop	is	defined	as

where	C2	 is	 the	 coupling	 coefficient	 of	 the	 second	 coupler-subtracter	 and	 Pmain	 is	 the
carrier	power	level	of	the	main	amplifier.	On	the	other	hand,	the	cancellation	achieved	in
the	second	loop	is

where	PIM3main	is	the	power	level	of	the	third-order	intermodulation	component,	PIM3supp
is	 the	 power	 level	 of	 the	 third-order	 intermodulation	 component	 of	 the	 main	 amplifier
suppressed	at	the	linearizer	output	due	to	the	corrective	action	of	the	second	loop,	L2	is	the
delay-line	 loss	 in	 the	second	 loop,	and	T2	and	T3	are	 the	 transmission	 losses	 in	coupler-
subtracter	and	output	coupler-combiner,	respectively.

The	effective	cancellation	of	the	overall	feedforward	linearization	system	is	defined	as
the	ratio	of	the	power	level	of	all	intermodulation	components	at	the	feedforward	system
output	over	the	power	level	of	the	intermodulation	products	for	open-loop	configuration.
As	a	result,	for	in-phase	addition	of	the	intermodulation	components	of	the	main	and	error
amplifiers,	the	effective	cancellation	can	be	expressed	(in	decibels)	by

where	the	amplitude	imbalance	α2	is	defined	as	the	ratio	of	the	power	gains	of	two	paths
as

where	G2	 is	 the	 power	 gain	 of	 the	 error	 amplifier,	C3	 is	 the	 coupling	 coefficient	 of	 the
output	coupler-combiner,	and	IP3main	and	IP3error	are	the	third-order	intercept	points	of	the
main	and	error	amplifiers,	respectively.	The	first	term	in	Eq.	(9.10)	depends	on	the	balance
level	achieved	in	the	second	loop,	whereas	the	second	term	defines	the	possible	imbalance
created	by	the	first	loop	and	some	other	feedforward	circuit	parameters.	In	particularly,	the
error	amplifier	with	a	sufficiently	low	power	capability	having	too	small	value	of	IP3error
or	 too	 big	 coupling	 coefficient	 C3	 of	 the	 output	 coupler-combiner	 and	 loss	 (T2L2T3)
through	the	main	path	increases	the	effect	of	the	amplitude	and	phase	imbalance.

The	 relationship	 between	 the	 overall	 feedforward	 system	 efficiency	 η	 and	 the
efficiencies	of	 the	 two	amplifiers,	ηmain	 for	main	amplifier	and	ηerror	 for	 error	 amplifier,
when	the	losses	(T2L2T3)	through	the	main	path	are	considered	negligible,	can	be	written
as



where	 log10(fmain)	 =	 −(C/I)main/10,	 (C/I)main	 is	 the	 ratio	 of	 the	 carrier	 to	 third-order
intermodulation	product	of	the	main	amplifier	[11,	12].	Provided	the	optimum	value	of	C3,
which	maximizes	the	overall	efficiency	η	when	the	other	system	parameters	are	fixed,	the
maximum	ηmax	can	be	obtained	by

which	shows	the	efficiency	degradation	due	to	the	linearization	system	[13].	For	example,
for	a	typical	10-dB	coupling	ratio	of	the	output	coupler-combiner,	only	10%	of	the	power
from	 the	 error	 amplifier	 reaches	 the	 load,	 which	 means	 that	 the	 error	 amplifier	 must
produce	10	times	the	power	of	the	distortion	in	the	main	amplifier.	In	this	case,	it	should
operate	in	an	inefficient	linear	mode	in	order	not	to	disturb	the	error	signal.	As	a	result,	the
dc	power	consumed	by	 the	error	amplifier	can	 represent	a	 significant	part	of	 that	of	 the
main	amplifier.	In	addition,	it	needs	to	take	into	account	the	fact	that,	despite	its	excellent
distortion	cancellation	property,	generally	 the	 feedforward	amplifier	 linearization	system
requires	 well-equalized	 circuitry	 and	 is	 characterized	 by	 substantially	 increased
complexity	and	cost.

The	efficiency	of	the	conventional	feedforward	linearization	system	using	a	balanced
configuration	of	 the	main	amplifier	 shown	 in	Fig.	9.3(a)	 can	 be	 improved	by	 providing
some	restructuring	of	the	system.	As	a	result,	the	modified	feedforward	system	consists	of
three	major	loops	shown	in	Fig.	9.3(b):	carrier	cancellation	loop,	balanced	power	amplifier
loop,	and	error-injection	loop	[14].	In	this	case,	 the	carrier	cancellation	loop	extracts	 the
error	 signal	 from	 the	 amplified	 signal	 at	 the	output	of	 top	power	 amplifier,	whereas	 the
error-injection	 loop	provides	an	 injection	of	 the	amplitude-adjusted	and	properly	phased
distortion	 into	 the	 output	 of	 bottom	 power	 amplifier.	 Finally,	 the	 amplified	 signals	 in
balanced	 paths	 are	 combined	 in	 output	 hybrid	 combiner	 with	 corresponding	 distortion
cancellation.	 Unlike	 the	 conventional	 feedforward	 system,	 in	 its	 balanced	 version	 each
power	 amplifier	 sees	 only	 one	 coupler,	 either	 coupler-subtracter	 or	 output	 coupler-
combiner,	which	means	 that	 there	 is	 no	 additional	 insertion	 loss	 due	 to	 output	 coupler-
combiner	 as	 in	 the	 conventional	 feedforward	 system.	 As	 a	 result,	 for	 a	 four-carrier
WCDMA	signal	with	a	PAR	of	10	dB,	an	efficiency	improvement	was	2%	at	an	average
output	power	of	40	dBm	with	an	improvement	in	ACLR	(5	MHz	offset)	of	about	18.6	dB
by	cancellation	at	the	center	bandwidth	frequency	of	2.14	GHz.



FIGURE	9.3	Balanced	feedforward	amplifier	topologies.



Generally,	 it	 is	 a	 serious	 problem	 for	 the	 conventional	 feedforward	 linearization
system	 to	 maintain	 the	 great	 accuracy	 in	 amplitude	 and	 phase	 balance	 over	 time,
temperature,	supply	voltage,	or	input	source	and	load	variations.	In	practice,	some	forms
of	 the	 gain	 and	 phase	 adjustments	 are	 essential	 to	 achieve	 an	 acceptable	 low	 level	 of
intermodulation	distortion.	Figure	9.4(a)	shows	the	block	schematic	of	an	analog	adaptive
feedforward	linearization	system	that	includes	a	feedback	network	for	adaptively	adjusting
the	 performance	 of	 the	 overall	 feedforward	 system	 to	 compensate	 for	 uncontrolled
variations	of	its	component	parameters	[15].	The	feedback	network	provides	a	control	of
the	 carrier	 and	 distortion	 cancellation	 loops	 by	 comparing	 the	 signals	 sampled	 at	 their
inputs,	 and	 outputs,	 and	 adaptively	 adjusts	 the	 corresponding	 vector	 modulators	 to
minimize	 the	 amplitude	 and	 phase	 imbalance	when	 it	 is	 necessary.	Different	 adaptation
algorithms	using	optimization	techniques	can	be	implemented	to	improve	the	cancellation
results	for	an	analog	adaptive	feedforward	linearization	system	[16].

Using	 a	 digital	 signal	 processing	 (DSP)	 creates	 a	 good	 opportunity	 to	 provide
correction	 of	 amplitude	 and	 phase	 imbalance	 in	 the	 feedforward	 linearization	 system	 at
baseband	level,	thus	making	this	procedure	more	predictable	and	fast	and	overcoming	the
problems	with	mixer	 dc	 offset	 and	masking	 of	 strong	 signals	 by	weaker	 ones	 than	 can
compromise	 analog	 adaptive	 implementations	 [17].	 To	 compensate	 for	 component
frequency	response	and	nonadaptive	nature	of	the	delay	lines,	a	hybrid	of	the	conventional
feedforward	linearizer	and	a	digital	signal	processor	can	be	used,	as	shown	in	Fig.	9.4(b),
where	both	the	amplifier	input	signal	and	the	reference	signal	are	generated	by	DSP	[18].
The	 reference	 signal	 is	 then	 used	 to	 cancel	 the	 linearly	 amplified	 component	 of	 the
distorted	 amplifier	 output	 signals,	 leaving	 an	 error	 signal	 containing	 only	 the	 main
amplifier	distortion.	By	generating	 the	 reference	 signal	 in	 the	DSP,	 rather	 than	using	an
analog	 splitter,	 some	 of	 the	 analog	 hardware	 can	 be	 moved	 into	 a	 simpler	 digital
implementation,	with	independent	control	of	the	main	amplifier	and	reference	signals	by
using	 equalizers.	 In	 this	 case,	 the	 amplitude	 and	 reference	 equalizers	 correct	 the	 phase
shift,	 time	delay,	and	nonideal	 response	of	 the	analog	components	 to	achieve	 the	proper
distortion	 cancellation.	By	 improving	 the	 cancellation	of	 the	 first	 loop,	 a	more	 accurate
error	 signal	 is	 generated	 that	 consists	 only	 of	 the	 distortion	 from	 the	 main	 amplifier.
Generally,	the	use	of	amplifier	and	reference	equalizers	in	the	first	loop	has	an	advantage
in	 that	 the	 tuning,	 previously	 done	manually,	 has	 now	 been	moved	 back	 into	 the	 DSP
where	it	can	be	done	adaptively.



FIGURE	9.4	Adaptive	analog	and	digital	feedforward	amplifier	linearizers.

9.2	Predistortion	Linearization



To	achieve	simultaneously	high-efficiency	and	low-distortion	operation	conditions	of	the
power	amplifier	when	the	linearity	requirements	are	not	extremely	high,	 it	 is	possible	 to
use	 an	 analog	 predistortion	 linearizer	 that	 provides	 the	 positive	 amplitude	 and	 negative
phase	 deviations	 for	 input	 RF	 signal	 to	 compensate	 for	 the	 active	 device	 nonlinearity
whose	nonlinear	behavior	(when	a	power	amplifier	is	operated	close	to	saturation)	usually
represents	 the	 opposite	 behavior	 of	 its	 amplitude	 and	 phase	 characteristics.	Historically,
the	 initial	 idea	 to	 compensate	 for	 the	 third-order	 intermodulation	 products	 arising	 in	 a
vacuum-tube	amplifier	was	to	use	the	linearization	scheme	where	the	nonlinear	amplifier
having	 a	 compressing	 characteristic	 is	 followed	 by	 a	 nonlinear	 element	 having	 an
expanding	characteristic	and	producing	the	 third-order	distortion	of	opposite	sign	 to	 that
of	the	amplifier	[19].

The	 block	 diagram	 of	 the	 linearized	 power	 amplifier	 system	 with	 a	 predistortion
linearizer	 with	 indication	 of	 the	 appropriate	 amplitude	 and	 phase	 dependences	 at	 each
stage	of	the	system	is	shown	in	Fig.	9.5,	where	also	a	variable	attenuator	for	adjusting	the
amplitude	 level	 of	 the	 input	 signal	 is	 included.	 At	 microwaves,	 a	 linearized	 power
amplifier	 very	 often	 includes	 two	 isolators	 for	 stable	 operation	 conditions.	 The
conventional	predistortion	 linearizer	 circuits	generally	use	either	diodes	or	 transistors	 as
sources	of	intermodulation	[20,	21].

FIGURE	9.5	Block	diagram	of	power	amplifier	with	predistortion	linearizer.

As	an	interesting	fact,	yet	at	the	beginning	of	the	1920s	it	was	claimed	that,	by	using
similar	vacuum	tubes	in	both	stages	of	a	two-stage	power	amplifier	with	similar	signals	at



their	inputs,	the	even	harmonics	generated	by	the	first	amplification	are	neutralized	by	the
even	 harmonics	 generated	 by	 the	 second	 amplification	 because	 they	 are	 similar	 in
amplitude	and	opposite	in	phase	at	the	output	of	the	second	vacuum	tube	[22].	Indeed,	as
it	turned	out	regarding	modern	transistor	power	amplifiers	using	GaAs	pHEMT	devices,	it
is	 enough	 to	 properly	 choose	 a	 bias	 point	 of	 the	 driver-stage	 device	 in	 a	 two-stage
amplifier	 to	 provide	 a	 negative	 phase	 deviation	 to	 compensate	 for	 the	 positive	 phase
deviation	 of	 the	 final	 stage	 [23].	 In	 this	 case,	 the	 quiescent	 current	 of	 the	 driver-stage
device,	whose	size	 is	 three	 times	smaller	 than	that	of	a	final-stage	device,	 is	sufficiently
small.	 As	 a	 result,	 for	 a	 quiescent	 current	 equal	 to	 1.25%	 of	 the	 device	 dc	 saturated
current,	an	improvement	of	greater	 than	5	dB	in	ACLR	of	an	entire	high-efficiency	 two-
stage	cellular-phone	WCDMA	power	amplifier	operating	at	1.95	GHz	can	be	achieved	at
backoff	output	powers	close	to	the	saturation	power.

Figure	9.6(a)	shows	 the	schematic	of	a	simple	diode	 linearizer	composed	of	a	series
Schottky	diode	and	a	parallel	capacitor	with	two	RF	chokes	for	dc	feed	and	two	blocking
capacitors	 that	 provides	 positive	 amplitude	 and	 negative	 phase	 deviations	 when	 input
power	 increases	 [24].	The	equivalent	 circuit	 of	 the	 series	diode	 is	 shown	 in	Fig.	9.6(b),
where	R	 is	 the	 diode	 equivalent	 resistance	 and	Cj	 is	 the	 junction	 capacitance.	With	 the
increase	 in	 an	 incident	 input	 signal	 power,	 the	 forward	 diode	 current	 increases,	 which
leads	 to	 the	 decrease	 in	 the	 diode	 resistance	R.	 In	 this	 case,	 the	 positive	 amplitude	 and
negative	 phase	 deviations	 can	 be	 achieved	 under	 low	 forward-bias	 conditions	when	 the
diode	current	ranges	from	0.1	to	1.0	mA,	and,	in	the	latter	case,	 the	phase	deviation	can
reach	 a	 value	 of	 −30°.	 Applying	 such	 a	 linearizer	 to	 a	 1.9-GHz	 MMIC	 (monolithic
microwave	integrated	circuit)	power	amplifier	with	a	saturated	output	power	of	22.5	dBm,
an	improvement	of	ACLPR	by	5	dB	can	be	achieved	for	the	QPSK	modulated	signal	for
output	powers	less	than	15	dBm.



FIGURE	9.6	Simple	diode-based	predistortion	linearizers.

A	 similar	 improvement	 of	ACLR	 can	 be	 achieved	 by	 using	 a	 linearizer	 based	 on	 a
parallel	Schottky	diode	with	the	bias	feed	resistor	Rb,	which	is	shown	in	Fig.	9.6(c)	 [25].
With	the	increase	in	input	power,	the	bias	point	of	a	diode	changes	due	to	the	voltage	drop
across	the	resistor	Rb	caused	in	 turn	by	the	increased	diode	forward	current.	As	a	result,
because	 of	 the	 decreased	 diode	 resistance	 R,	 the	 linearizer	 achieves	 positive	 gain	 and
negative	phase	deviations.	By	applying	such	a	linearizer	to	a	2.7-GHz	power	amplifier,	a
maximum	improvement	of	5	dB	was	achieved	for	low	quiescent	current	conditions	at	an
output	power	of	34	dBm.

Positive	amplitude	deviation	with	negative	phase	deviation	can	also	be	achieved	using
a	 series-feedback	 GaAs	 MESFET	 amplifier	 with	 a	 large	 source	 inductance	 Ls,	 whose
block	 diagram	 (including	matching	 circuits)	 is	 shown	 in	 Fig.	 9.7(a)	 [26].	 The	 required
amplitude	and	phase	deviations	are	due	 to	nonlinearities	of	 the	device	 transconductance
gm,	 gate-source	 capacitance	 Cgs,	 and	 differential	 drain-source	 resistance	 Rds.	 For	 the



device	 with	 a	 gate	 width	 of	 1.2	 mm,	 a	 nonlinearity	 of	 gm	 contributes	 to	 the	 positive
amplitude	deviation	when	Ls	=	20	nH.	At	the	same	time,	nonlinearities	of	both	gm	and	Rds
contribute	 to	 the	negative	phase	deviation	when	Ls	 ≥	3	nH.	A	nonlinearity	of	Cgs	has	a
negligibly	small	effect	on	both	amplitude	and	phase	deviations.	As	a	result,	for	a	linearizer
with	Ls	=	16	nH	at	an	operating	frequency	of	1.9	GHz,	the	positive	amplitude	and	negative
phase	deviations	were	obtained	across	the	input	power	dynamic	range	from	5	to	18	dBm,
with	amplitude	deviation	of	2.5	dB	and	phase	deviation	of	30°	 at	18-dBm	 input	power.
The	GaAs	MESFET	device	was	biased	 in	a	Class-AB	mode	with	a	drain-source	 supply
voltage	 of	 2	 V	 providing	 a	 quiescent	 current	 of	 78	 mA.	 By	 applying	 this	 linearizing
technique	to	a	1.9-GHz	MMIC	power	amplifier	with	1-dB	compressed	power	of	17	dBm,
an	improvement	of	ACLR	up	to	7	dB	was	achieved	for	a	π/4-shifted	QPSK	signal.





FIGURE	9.7	Transistor-based	linearizers.

As	an	alternative,	it	is	also	possible	to	achieve	positive	amplitude	and	negative	phase
deviations	 using	 a	 source-grounded	 MESFET	 device	 with	 zero	 drain-source	 supply
voltage	[27].	The	schematic	diagram	of	such	a	 linearizer	 is	shown	in	Fig.	9.7(b).	 In	 this
case,	for	the	device	with	a	gate	width	of	240	μm	at	the	saturation	power	of	20	mW	under
the	gate	bias	condition	of	Vg	=	−0.4	V,	 the	3-dB	increased	power	gain	and	of	about	30°
negative	phase	were	achieved	due	 to	 the	varying	drain-source	 resistance.	Because	of	 its
simplicity,	 such	 a	 linearizer	 can	 operate	 from	2	 to	 12	GHz	with	 good	 thermal	 stability.
When	it	was	implemented	into	a	50-W	solid-state	power	amplifier	system	at	an	operating
frequency	 of	 7	 GHz,	 the	 system	 noise	 power	 ratio	 was	 improved	 over	 15-dB	 dynamic
range,	in	particular	by	2	dB	at	the	3-dB	output	power	backoff	point.

More	advanced	configurations	of	 the	predistortion	linearizer	 is	based	on	the	splitting
of	the	input	signal	into	nonlinear	and	linear	paths	using	a	directional	coupler	or	a	hybrid
divider	with	subsequent	subtraction	of	resulting	signals	 in	output	coupler-subtracter.	The
block	 diagram	 of	 such	 a	 predistortion	 linearizer,	which	 uses	 two	 power	 amplifiers	 in	 a
balanced	configuration	using	two	90°	hybrids,	 is	shown	in	Fig.	9.8(a)	 [21].	 In	 this	case,
the	upper	power	amplifier	is	operated	in	a	linear	Class-A	mode,	whereas	the	lower	power
amplifier	 is	 biased	 in	 a	 nonlinear	 Class-AB	 or	 Class-B	 mode	 to	 generate	 the	 proper
intermodulation	products	by	controlling	the	input	power	and	device	bias	conditions.	The
phase	 shifter	 in	 a	 lower	 amplifying	 path	 is	 necessary	 to	 optimize	 the	 level	 of	 the
fundamental	components	 in	 the	 resulting	output	spectrum.	Because	both	devices	present
approximately	 the	 same	 input	 impedances,	 a	 low	 input	 return	 loss	 is	 provided	 because
most	of	the	reflected	power	flows	into	the	isolated	port.	Figure	9.8(b)	shows	the	practical
microwave	microstrip	implementation	of	a	two-path	predistortion	linearizer	with	an	input
90°	branch-line	hybrid	coupler,	a	nonlinear	power	amplifier	in	a	lower	path,	and	an	output
directional	 coupler	 [28].	 The	 microstrip	 transmission	 line	 in	 a	 lower	 amplifying	 path
having	a	required	electrical	length	compensates	for	the	additional	phase	shift	provided	by
the	active	device,	whereas	the	required	amplitude	conditions	are	realized	with	the	coupling
coefficient	 of	 output	 coupler-subtracter	 to	 be	 chosen.	 As	 a	 result,	 for	 a	 Ku-band
multicarrier	 4.5-W	 power	 amplifier,	 the	 phase	 deviation	 of	 a	 12-dBm	 signal	 at	 the
linearizer	output	up	to	−10°	was	achieved	with	a	22-dBm	signal	at	the	linearizer	input.



FIGURE	9.8	Block	diagrams	of	power	amplifier	linearizers	with	input	power	splitting.

Figure	9.9	shows	the	modified	three-path	predistortion	linearizer	structure,	where	the
balanced	configuration	with	a	nonlinear	power	amplifier	is	adjusted	for	suppression	of	the
fundamental	components	with	the	resulting	error	signal.	Then,	the	amplitude-adjusted	and
properly	 phased	 error	 signal	 is	 amplified	 by	 an	 error	 amplifier	 and	 added	 to	 the	 linear
component	in	the	upper	path,	which	is	a	delayed	portion	of	the	input	signal.	However,	it	is
very	difficult	to	match	the	nonlinear	characteristics	of	the	predistorter	and	the	main	power
amplifier	 because	 generally	 they	 differ	 both	 in	 size	 and	number	 of	 stages	 that	 can	 only
result	 in	 less	 than	 10-dB	 improvement	 of	 ACLR	 at	 5-MHz	 offset	 from	 the	 center
bandwidth	 frequency	 [29].	 Therefore,	 it	 is	 very	 important	 for	 further	 linearity



improvement	 to	 use	 similar	 devices	 in	 the	 predistorter	 and	 in	 the	main	power	 amplifier
with	a	preferred	balanced	structure.

FIGURE	9.9	Modified	three-path	predistortion	linearizer.

The	 block	 schematic	 of	 a	 power	 amplifier	 module,	 which	 includes	 a	 three-path	 or
mirror	predistortion	linearizer	shown	in	Fig.	9.9	and	a	main	power	amplifier	based	on	four
power	amplifiers	configured	into	a	balanced	structure,	is	shown	in	Fig.	9.10.	In	this	case,
the	 identical	 power	 amplifiers	 operated	 in	 a	 Class-AB	 mode	 and	 based	 on	 the	 same
Freescale	 MW6S004NT	 LDMOS	 devices	 were	 used	 both	 in	 the	 linearizer	 and	 power
amplifier	 module.	 As	 a	 result,	 a	 significant	 improvement	 of	 ACLR	 for	 a	 2.14-GHz
WCDMA	signal	with	a	PAR	of	6.5	dB	was	achieved,	from	−42	to	−57	dBc	for	a	32-dBm
channel	 power	 and	 from	 −37	 to	 −49	 dBc	 for	 a	 36-dBm	 channel	 power	 [30].	 A	 hybrid
power	 amplifier	 module	 using	 similar	 mirror	 predistortion	 linearization	 technique	 with
five	 identical	 power	 amplifiers	 based	 on	 AMCOM	 MMIC	 power	 amplifiers
(AM204437WM-BM)	was	used	for	WiMAX	application	achieving	a	23-dB	improvement
of	the	third-order	intermodulation	distortion	at	a	two-tone	total	output	power	of	34	dBm,
which	is	7.5	dB	backoff	from	a	1-dB	compressed	output	power	of	41.5	dBm,	with	the	two-
tone	frequency	separation	by	10	MHz	[31].



FIGURE	9.10	Power	amplifier	module	with	linearizer.

The	concept	of	a	feedforward	loop	with	its	high	cancellation	performance	can	also	be
used	for	a	predistortion	linearizer	implementation.	Because	the	feedforward	loop	is	placed
in	front	of	the	main	amplifier,	the	linearity	and	power	requirements	to	the	error	amplifier
are	reduced	significantly	compared	to	the	conventional	feedforward	system.	In	this	case,
the	 delay-line	 and	 coupler	 losses	 are	 not	 so	 significant	 factors	 affecting	 the	 amplifier
module	 performance.	 Figure	 9.11	 shows	 the	 simplified	 schematic	 diagram	 of	 a	 power
amplifier	module	with	the	feedforward	distortion	linearization	using	five	identical	power
amplifiers	based	on	MRF5S21090	LDMOS	devices	[32].	For	a	 forward-link	four-carrier
WCDMA	signal	at	2.35	GHz,	the	ACLR	was	enhanced	by	about	7	dB	at	5-MHz	offset	and
the	 total	 efficiency	 of	 12.7%	 was	 achieved	 at	 an	 average	 output	 power	 of	 47.8	 dBm,
backed	off	by	10.8	dB	from	the	total	peak	power	of	720	W.



FIGURE	9.11	Power	amplifier	module	with	feedforward	predistortion	linearizer.

Figure	 9.12	 shows	 the	 block	 schematic	 of	 a	 digital	 predistortion	 (DPD)	 linearizer
where	 the	 predistortion	 algorithm	 is	 based	 on	 an	 initially	 measured	 PA	 amplitude-to-
amplitude	modulation	(AM-AM)	and	amplitude-to-phase	modulation	(AM-PM)	 responses
extracted	from	the	S-parameter	measurements	by	a	vector	network	analyzer	(VNA)	[33].
The	 amplitude	 and	 phase	 characteristics	 are	 interpolated	 using	 splines,	 which	 are
continuous	 piecewise	 cubic	 functions	with	 continuous	 first	 and	 second	 derivatives.	 The
interpolated	amplitude	and	phase	characteristics	are	then	used	to	compute	the	appropriate
predistortion	coefficients	representing	a	lookup	table	(LUT),	which	are	multiplied	with	the
original	 IS-95	 signal	 to	 generate	 the	 desired	 predistorted	 baseband	 signal.	 The	 results
show	 the	 limitations	of	 this	 technique	when	 the	LDMOSFET	power	amplifier	operation
conditions	are	close	to	saturation	when	better	than	6-dB	improvement	in	ACLR	can	only
be	 achieved.	 Generally,	 an	 adaptive	 correction	 mechanism	 is	 required	 to	 maintain	 the
linearized	power	amplifier	performance	over	varying	load,	supply	voltage,	or	temperature
conditions.	This	means	that	the	LUT	needs	to	be	updated	continuously	to	keep	difference
between	 the	 source	 signal	 and	 the	 transmitted	 signal	 sufficiently	 small.	 This	 can	 be
realized	by	downconverting	the	portion	of	the	transmitted	signal	and	comparing	it	with	the
source	signal.	In	this	case,	it	is	important	to	provide	the	optimization	of	the	word	lengths
required	in	different	parts	of	the	predistortion	linearizer	to	reduce	power	consumption	and
increase	bandwidth	for	the	required	adjacent	channel	interference	level	[34].	The	feedback
complexity	can	be	reduced	with	special	adaptation	algorithm	when	a	single	mixer	and	an
analog-to-digital	 converter	 (ADC)	may	 be	 used	 in	 the	 feedback	 path	 instead	 of	 the	 full
quadrature	demodulation	[35].	 In	addition,	a	noniterative	adaptation	method	can	be	used
to	eliminate	the	convergence	constrains	usual	for	iterative	methods	[36].



FIGURE	9.12	Digital	predistortion	(DPD)	system.

9.3	Outphasing	Power	Amplifiers
The	outphasing	modulation	technique	was	invented	in	the	mid-1930s	in	order	to	improve
both	the	efficiency	and	linearity	of	AM-broadcast	transmitters	[37].	Substantially	later	in
the	 1970s,	 its	 application	 was	 extended	 up	 to	 microwave	 frequencies	 under	 the	 name
LINC	(linear	amplification	using	nonlinear	components)	[38].	An	outphasing	 transmitter
operates	 as	 a	 linear	 power	 amplifier	 system	 for	 amplitude-modulated	 signals	 having	 a
linear	 transfer	 function	 over	 a	 wide	 range	 of	 the	 input	 signal	 levels	 by	 combining	 the
outputs	 of	 two	 nonlinear	 power	 amplifiers	 that	 are	 driven	 with	 signals	 of	 constant
amplitude	 but	 different	 time-varying	 phases	 corresponding	 to	 the	 envelope	 of	 the	 input
signal.

A	simple	outphasing	power	amplifier	system	is	shown	in	Fig.	9.13(a)	[39].	The	signal
component	 separator	 (SCS)	 generates	 from	 the	 input	 amplitude-modulated	 signal	 two
sinewave	signals	of	constant	envelopes	with	different	phases	+ϕ(t)	and	−ϕ(t).	These	 two
signals	are	then	separately	amplified	by	the	identical	nonlinear	power	amplifiers	each	and
combined	 to	 produce	 the	 output	 amplitude-modulated	 signal.	 The	 peak	 output	 power	 is
obtained	with	ϕ	=	90°	when	currents	from	power	amplifiers	with	equal	amplitudes	IL	=	I1
=	I2	are	added	in	phase,	similar	to	a	push-pull	operation.	Zero	output	power	corresponds	to
the	 signal	 with	 ϕ	 =	 0°	 when	 equal	 currents	 from	 power	 amplifiers	 cancel	 each	 other
resulting	 in	 IL	 =	 0.	 Intermediate	 values	 of	 phase	 in	 the	 range	 of	 0°	 <	ϕ	 <	 90°	 produce
intermediate	values	of	 the	output	voltage	amplitude.	As	shown	in	Fig.	9.13(b),	 the	 time-
varying	phase	ϕ	can	be	written	using	the	vector	sum	of	the	output	voltages	V1	and	V2	as





FIGURE	9.13	Simple	outphasing	power	amplifier	system.

where	VL	=	ILRL	is	the	output	voltage	amplitude	across	the	load	resistance	RL	and	VLPEP	is
the	maximum	output	voltage	amplitude	at	peak	envelope	power.

The	 instantaneous	 collector	 efficiency	 of	 a	 simple	 outphasing	 system	 with	 Class-B
power	amplifiers	can	be	calculated	from

having	a	maximum	value	of	78.5%	in	saturation	when	VL	=	VLPEP	with	ϕ	=	90°	and	zero
value	 when	 VL	 =	 0	 with	 ϕ	 =	 0°.	 Thus,	 the	 efficiency	 of	 a	 simple	 power	 amplifier
outphasing	 system	 is	 the	 same	 as	 that	 of	 an	 ideal	 Class-B	 power	 amplifier,	 reducing
linearly	with	the	output	voltage	amplitude.	In	this	case,	to	perform	accurately	the	required
signal	component	separation,	it	is	necessary	to	use	the	DSP	technique	[40].

The	 outphasing	 power	 amplifier	 systems	 used	 at	microwave	 frequencies	 use	 hybrid
combiners	 to	 isolate	 the	 two	 power	 amplifiers	 from	 each	 other,	 allowing	 them	 to	 see
resistive	 loads	 at	 all	 signal	 levels,	 as	 shown	 in	 Fig.	 9.14(a).	 Typical	 structures	 of	 the
hybrid	 combiners	 represent	 a	 quadrature	 branch-line	 coupler	 or	 an	 in-phase	Wilkinson
combiner,	 which	 are	 fully	matched,	 and	 lossy	 combining	 structures	 with	 high	 isolation
between	 the	 combined	 amplifying	 paths	 for	 properly	 phased	 and	 equal	 signal	 powers.
However,	because	both	power	amplifiers	deliver	full	power	all	of	the	time,	the	efficiency
of	 such	 a	 hybrid-coupled	 microwave	 LINC	 transmitter	 varies	 with	 the	 output	 power,
resulting	in	its	significant	degradation	at	lower	power	levels.	This	is	because	most	of	the
output	power	 is	dissipated	 in	 the	ballast	 resistor	R0	 of	 the	combining	network	when	 the
two	power	amplifiers	are	operated	substantially	out	of	phase.



FIGURE	9.14	Outphasing	power	amplifier	system	with	hybrid	combiner.

Figure	9.14(b)	 shows	 the	power	 recycling	schematic	where	an	RF-to-dc	converter	 is
implemented	with	high-speed	Schottky	diodes	and	optimized	matching	networks	[41].	To



achieve	better	efficiency,	 the	diodes	should	be	switched	 fully	having	minimal	 series	on-
resistances.	As	a	result,	at	the	operating	frequency	of	1.95	GHz,	the	measured	power	reuse
efficiency,	which	is	defined	as	a	ratio	of	the	returned	power	Preturned	to	the	power	available
from	the	hybrid	Pavailable,	was	found	to	be	approximately	63%	at	power	levels	varied	with
supply	voltage.	The	amount	of	the	overall	system	efficiency	improvement	depends	on	the
modulation	scheme	and	could	be	compromised	for	modulation	schemes	that	exhibit	very
deep	variations	in	envelope	power	on	a	regular	basis.	By	eliminating	the	ballast	resistor	in
a	Wilkinson	combiner	resulting	in	a	simple	lossless	T-type	combiner,	efficiency	can	also
be	increased	due	to	varying	load	impedance	seen	by	each	device	[42].	However,	there	is	a
tradeoff	 between	 efficiency	 and	 linearity	 when	 a	 matched	 combiner	 provides	 greater
linearity	 performance	 compared	 to	 the	 lossless	 combiner,	 while	 the	 lossless	 combiner
shows	equal	or	better	efficiency	performance	compared	to	the	matched	combiner.

In	 a	 practical	 LINC	 transmitter,	 there	 are	 three	 main	 mechanisms	 that	 degrade	 the
overall	performance:	power	gain	and	phase	imbalance	between	two	RF	amplifying	paths
and	different	nonlinear	characteristics	of	both	power	amplifiers	[43].	For	example,	 if	 the
gain	imbalance	between	paths	is	about	1%,	the	output	rejection	may	reduce	to	45	dB	and
even	further	to	28	dB	only	depending	on	the	relative	level	of	the	input	modulating	signal
amplitude.	 On	 the	 other	 hand,	 a	 phase	 error	 between	 amplifying	 paths	 as	 low	 as	 2°
diminishes	the	undesired	response	rejection	to	only	33	dB	for	the	best	case.	At	the	same
time,	 effect	 of	 the	 imbalance	 of	 the	 power	 amplifier	 nonlinearities	 is	 less	 meaningful.
Therefore,	 the	 practical	 implementation	 of	 the	 entire	 LINC	 outphasing	 power	 amplifier
system	 is	 very	 difficult	 because	 of	 its	 inherent	 strong	 sensitivity	 to	 the	 amplitude	 and
phase	 errors	 caused,	 first	 of	 all,	 by	 the	 difference	 in	 electrical	 lengths	 between	 the	 two
power	amplifier	branches.

Figure	 9.15	 shows	 the	 block	 diagram	 of	 an	 outphasing	 LINC	 architecture
incorporating	a	feedback	loop	to	compensate	for	phase	errors	[44].	In	this	case,	the	phase
difference	between	the	two	branches	is	detected	by	a	multiplier	that	allows	a	phase	control
of	one	branch	by	adding	or	subtracting	a	certain	phase	increment.	As	a	result,	the	output
power	of	7.5	W	with	a	power	amplifier	efficiency	of	21%	(including	hybrid	and	isolator
losses)	was	achieved	at	900	MHz.	An	additional	 linearity	 improvement	can	be	achieved
by	providing	an	adaptive	amplitude	adjustment	as	well,	by	using	a	feedback	loop	from	the
output	 to	 measure	 output	 signal	 in	 adjacent	 channels	 and	 find	 optimal	 gain	 and	 phase
correction	by	optimization	algorithm	[45].	To	provide	high	amplitude	and	phase	accuracy
of	the	LINC	system,	a	DSP-based	architecture	can	be	developed	where	the	compensation
of	 the	 amplitude	 and	 phase	 imbalances	 can	 be	 accomplished	 using	 calibration	 schemes
[46].	As	an	example,	for	an	LINC	transmitter	amplifying	a	π/4-shifted	differential	QPSK
signal,	 an	ACLR	 of	 −65	 dBc	 can	 be	 obtained	without	 predistortion	when	 the	 amplifier
branch	phase	imbalance	range	is	less	than	±	0.6°	and	the	gain	imbalance	range	is	less	than
±	 0.07	 dB.	 With	 adaptive	 DPD	 the	 same	 ACLR	 level	 can	 be	 achieved	 over	 a	 phase
imbalance	range	of	±	7°	and	a	gain	imbalance	range	of	±	1	dB	[47].



FIGURE	9.15	LINC	transmitter	with	phase	error	compensating	loop.

The	 efficiency	 of	 an	 outphasing	 LINC	 system	 at	 lower	 output	 voltages	 can	 be
significantly	 improved	 by	 using	 a	 lossless	 Chireix	 combiner	 at	 the	 output	 of	 the
outphasing	power	amplifier	system	shown	in	Fig.	9.16(a),	which	includes	additional	series
quarterwave	transmission	lines	and	shunt	reactances.	Phasor	analysis	of	the	load	network
for	 the	 time-varying	phase	ϕ	with	 an	 impedance-transforming	 quarterwave	 transmission
line	results	in





FIGURE	9.16	Chireix	outphasing	power	amplifier	system	and	instantaneous	efficiencies.

where	Z0	is	the	characteristic	impedance	of	the	transmission	lines	[39].	From	Eqs.	(9.16)
and	(9.17),	it	follows	that	the	admittances	Y3	and	Y4	are	purely	resistive	only	for	ϕ	=	90°,
corresponding	to	the	case	of	in-phase	output	currents.	However,	for	most	values	of	phase
ϕ,	the	power	amplifiers	have	highly	reactive	loads	that	become	completely	reactive	when
ϕ	 =	 0°	 with	 180°	 out-of-phase	 output	 currents.	 The	 effect	 of	 the	 reactive	 loads	 can	 be
partially	 compensated	 by	 adding	 the	 corresponding	 shunt	 susceptances	 −B	 and	 +B,
respectively.	In	this	case,	the	reactive	parts	of	the	admittances	Y1	=	Y3	−	jB	and	Y2	=	Y4	+
jB	can	be	zeroed	at	one	specific	output	voltage	amplitude	by	setting

which	can	be	obtained	by	substituting	Eq.	(9.14)	into	Eqs.	(9.16)	and	(9.17).	As	a	result,
for	the	case	of	a	purely	resistive	load,	the	instantaneous	collector	efficiency	of	a	Chireix
outphasing	system	with	ideal	Class-B	power	amplifiers	can	reach	the	maximum	value	of

The	instantaneous	efficiencies	of	the	Chireix	outphasing	system	for	different	values	of
the	normalized	shunt	susceptance	B′	=	BZ20/2RL	are	shown	in	Fig.	9.16(b),	from	which	it
follows	that	the	selection	of	a	proper	value	of	B	increases	efficiency	at	a	specified	medium
level	of	the	output	voltage	amplitude	however,	it	is	degraded	at	low	and	high	amplitudes.
Using	 a	 value	B′	 =	 0.2	 can	 provide	 high	 efficiency	 over	 the	 upper	 6	 dB	 of	 the	 output
voltage	range.	The	case	when	B′	=	0	corresponds	to	the	collector	efficiency	variations	of
an	 ideal	Class-B	 power	 amplifier.	An	 improvement	 in	 the	 average	 efficiency	 calculated
over	a	wide	range	of	output	voltages	for	various	amplitude-modulated	signals	of	up	to	a
factor	 of	 2	 over	 that	 of	 an	 ideal	 Class-B	 power	 amplifier	 can	 be	 achieved	 by	 properly
selecting	the	shunt	susceptances	in	outphasing	power	amplifier	system.	On	the	whole,	to
design	such	an	outphasing	system,	it	is	necessary	to	consider	simultaneously	such	factors
as	 a	 complexity	 of	 the	 SCS	 circuit	 and	 sensitivity	 of	 the	 power	 amplifiers	 to	 the	wide
range	of	load	impedances.	In	terms	of	the	Chireix	power	amplifier	parameters,	 it	 is	very
important	 to	 minimize	 the	 combiner	 impedance	 mismatching,	 especially	 at	 microwave
frequencies	where	the	Chireix	outphasing	combiner	should	consist	of	two	shunt	stubs	of
equal	and	opposite	reactances	and	two	series	quarterwave	transmission	lines	[48].

For	 a	 Chireix	 outphasing	 system	 with	 a	 transmission-line	 combiner,	 an	 average
efficiency	of	30%	with	an	ACLR	of	−45	dBc	was	achieved	for	a	single-carrier	WCDMA
signal	in	a	frequency	range	of	2.11	to	2.17	GHz,	measured	at	a	channel	output	power	of	20
W	 [49].	 Further	 efficiency	 improvement	 can	 potentially	 be	 achieved	 by	 using	 high-
efficiency	 power	 amplifiers	 operating	 in	 different	 switching	 modes	 or	 their
approximations.	For	example,	a	drain	efficiency	of	a	800-MHz	outphasing	system	based



on	the	voltage-mode	Class-D	amplifiers	implemented	in	a	0.18-μm	SiGe	BiCMOS	process
and	 transmission-line	Chireix	 combiner	was	 improved	 for	 a	CDMA	IS-95	 signal	with	 a
PAR	=	5.5	dB	from	38.6	to	48%	at	an	output	power	of	15.4	dBm	[50].	Applying	a	single-
carrier	WCDMA	signal,	a	drain	efficiency	of	51%	with	an	output	power	of	21.6	dBm	were
measured	 for	 a	 1.92-GHz	 outphasing	 system	 based	 on	 the	 voltage-mode	 Class-D
amplifiers	 and	 integrated	 lumped	 Chireix	 combiner	 fully	 implemented	 in	 a	 0.13-μm
CMOS	process	[51].

Using	a	push-pull	configuration	with	a	rat-race	balun	for	each	saturated	Class-B	power
amplifier	 based	 on	 0.25-μm	 pHEMT	 devices	 in	 an	 outphasing	 system	 with	 a	 Chireix
microstrip	combiner	had	contributed	to	a	system	efficiency	of	42.2%	with	a	channel	power
of	 31.2	 dBm	 (−7	 dB	 backoff)	 for	 a	 single-carrier	 2.14-GHz	WCDMA	 signal,	 which	 is
more	than	two	times	improvement	over	the	Wilkinson	combiner	system	[52].	Note	that	the
Chireix	combiner	when	used	with	ideal	sources	leads	to	a	linear	LINC	system.	However,
for	10-W	GaN	HEMT	power	amplifiers	operating	 in	a	Class-F	mode,	greater	 than	4-dB
expansion	 in	gain	 and	14°	 compression	 in	phase	were	obtained	 in	 a	Chireix	outphasing
system	due	to	load-pulling	effect	[53].	Because	the	concept	of	an	outphasing	system	using
an	 asymmetric	 Chireix	 transmission-line	 combiner	 with	 different	 electrical	 lengths	 and
additional	 input	 phase	 adjustment	 where	 both	 power	 amplifiers	 are	 based	 on	 15-W
LDMOSFET	transistors	operating	in	an	inverse	Class-F	mode,	a	drain	efficiency	of	48%
at	6-dB	output	power	backoff	was	achieved	at	an	operating	frequency	of	2.14	GHz	[54].

Figure	9.17(a)	shows	the	asymmetric	architecture	for	the	outphasing	of	Class-E	power
amplifiers,	where	the	transmission	lines	TL1	and	TL2	have	electrical	lengths	of	θ	+	δ	and	θ
−	 δ,	 respectively	 [55,	 56].	 In	 this	 case,	 the	 transmission	 lines	 TL1	 and	 TL2	 rotate	 the
impedance	loci	on	the	Smith	chart	to	center	them	on	the	line	at	65°,	which	corresponds	to
the	maximum	efficiency	of	the	Class-E	power	amplifiers	when	θ	=	147.5°.	As	a	result	of
centering	the	impedance	loci,	 the	amplitudes	of	the	power	amplifier	outputs	ideally	vary
identically	with	difference	 in	phase	between	 the	drive	 signals.	The	phases	of	 the	output
signals	 are	 nearly	 the	 same	 over	 most	 of	 the	 amplitude	 range	 of	 Δϕ.	 The	 value	 of	 a
differential	line	length	δ	can	be	chosen	to	alter	the	instantaneous	efficiency	characteristics
to	optimize	 the	average	efficiency	for	a	given	signal.	The	circuit	schematic	of	a	 lumped
MOSFET	 prototype	 of	 the	 Chireix	 outphasing	 system	 with	 asymmetric	 combiner
operating	 at	 1.82	MHz	 is	 shown	 in	Fig.	9.17(b).	Here,	 the	 two	 identical	Class-E	 power
amplifiers	 using	 IRF510	 MOSFETs	 and	 achieving	 a	 drain	 efficiency	 of	 95%	 with	 an
output	power	of	14	W	each	were	implemented	using	lumped	shunt	capacitors	and	series
lumped	 inductors.	 The	 asymmetric	 Chireix	 combiner	 represents	 a	 lumped	 low-pass	 T-
network	 replacing	 the	 transmission	 lines	 TL1	 and	 TL2,	 where	 the	 values	 of	 the	 LC
elements	can	be	determined	analytically	using	a	single-frequency	equivalence	between	the
lumped	and	distributed	circuits.





FIGURE	9.17	Asymmetric	Chireix	outphasing	systems	with	Class-E	power	amplifiers.

The	chain	matrix	[ABCD]TL	for	a	transmission	line	with	electrical	lengths	of	θ	±	δ	and
the	 chain	matrix	 [ABCD]LC	 for	 a	 low-pass	T-type	 lumped	 circuit,	 consisting	 of	 a	 shunt
capacitor	and	two	series	inductors,	are	written	respectively	as

Equating	 the	corresponding	elements	of	both	matrices	yields	 the	simple	equations	 to
determine	 the	 corresponding	 parameters	 of	 the	 lumped	 T-network	 through	 the
transmission-line	parameters	as

where	Z0	is	the	transmission-line	characteristic	impedance.

Figure	 9.17(c)	 shows	 the	 simulated	 and	 measured	 results	 of	 a	 Class-E	 outphasing
efficiency	versus	normalized	output	voltage	for	θ	=	147.5°	and	δ	=	17.4°,	from	which	it
follows	that	the	drain	efficiency	of	85%	or	better	for	amplitude	range	of	15	dB	from	0.8	W
to	full	output	of	27.5	W	in	simulation	and	for	amplitude	range	of	10	dB	in	measurement	is
maintained.	In	contrast,	 the	drain	efficiency	for	the	outphasing	with	ideal	Class-B	power
amplifiers	 is	 no	 better	 than	 78.5%.	The	 value	 of	 the	 difference	 δ	 in	 a	 transmission-line
length	(or	its	equivalent	LC	T-network)	does	not	appear	to	be	critical,	and	high	efficiency
is	obtained	for	δ	equals	to	10°,	18.4°,	22°,	and	48°.

The	 schematic	 of	 a	 CMOS	 outphasing	 system	 with	 a	 transformer-based	 power
combiner	intended	for	broadband	operation	is	shown	in	Fig.	9.18(a)	[57].	Here,	the	series
resonators	 of	 both	 Class-E	 power	 amplifiers	 are	 shifted	 to	 the	 secondary	 side	 of	 the
combiner,	 in	 series	 with	 the	 transformer	 leakage	 inductance	 defined	 as	 Lleak	 =	 Lp(1	 −
k2)/k2,	where	k	is	the	transformer	coupling	coefficient.	The	leakage	inductance	is	merged
with	 the	 resonator	 inductor	 and	 inductor	 of	 the	 wideband	 two-section	 output	 matching
circuit.	 To	 achieve	 a	 transformation	 ratio	 equal	 to	 1,	 the	 primary	 inductance	 Lp	 and
secondary	 inductance	 Ls	 must	 relate	 to	 each	 other	 as	 Lp/Ls	 =	 1/k.	 The	 compensation
susceptance	of	the	transistor	M2	is	created	by	changing	the	value	of	the	dc-feed	inductance
to	a	larger	value.	The	primary	transformer	winding	serves	as	a	dc-feed	inductance	for	the
transistor	M1	and	a	compensation	susceptance.	The	resonator	at	the	secondary	side	has	a
low	 loaded	quality	 factor	 to	enable	a	high-bandwidth	operation.	For	a	 larger	bandwidth,



the	inductance	Lp	must	be	small	and	coupling	coefficient	k	must	be	close	to	1.	As	a	result,
such	a	Chireix	outphasing	system	with	a	combining	circuit	implemented	on	a	three-layer
PCB	and	two	65-nm	CMOS	Class-E	power	amplifiers	achieved	a	peak	power	of	greater
than	30	dBm	and	a	drain	efficiency	of	greater	than	46.4%	at	6-dB	power	backoff	over	a
frequency	range	of	600	to	800	MHz.





FIGURE	9.18	CMOS	Chireix	outphasing	systems	with	Class-E	power	amplifiers.

Because	a	lumped-element	combining	circuit	is	difficult	to	implement	for	high	powers
at	 microwave	 frequencies,	 coupled	 lines	 can	 be	 used	 to	 combine	 the	 outputs	 like	 in	 a
Marchand	 balun.	 Figure	 9.18(b)	 shows	 the	 circuit	 schematic	 of	 a	 two-stage	 Chireix
outphasing	system	where	the	push-pull	drivers	are	fabricated	in	a	standard	65-nm	CMOS
technology	and	the	Class-E	power	amplifiers	are	based	on	a	28-V	GaN	HEMT	technology
[58].	The	CMOS	drivers	are	ac-coupled	to	overcome	the	negative	bias	voltage	required	for
GaN	 HEMT	 devices.	 The	 electrical	 lengths	 of	 the	 coupled	 lines	 with	 odd-mode
characteristic	impedance	Z0o	=	1/Y0o	and	even-mode	characteristic	impedance	Z0e	=	1/Y0e
are	unequal	and	the	terminating	capacitance	is	defined	as

that	 tunes	 out	 the	 leakage	 inductance	 of	 the	 coupled-line	 transformer.	 A	 fourth-order
Butterworth	matching	filter	transforms	the	50-Ω	antenna	impedance	to	the	required	Class-
E	load	and	sets	the	bandwidth	property.	As	a	result,	a	drain	efficiency	of	65.1%	and	a	total
system	efficiency	of	51.6%	with	an	output	power	of	19	W	were	measured	 for	 a	 single-
carrier	WCDMA	signal	with	PAR	of	7.5	dB	at	1.95	GHz.	Besides,	a	peak	drain	efficiency
of	greater	than	60%	can	be	achieved	in	a	frequency	range	of	1800	to	2050	MHz	at	6-dB
power	backoff.

A	 package-integrated	Chireix	 outphasing	 system	with	 two	Class-E	 power	 amplifiers
based	 on	 high-power	 GaN	 HEMT	 devices,	 where	 a	 Chireix	 power	 combiner	 uses
bondwires	 with	 MIM	 capacitors	 and	 a	 second-order	 Butterworth	 bandpass	 filter	 is
implemented	outside	the	package,	reaches	a	drain	efficiency	of	53.5%	and	an	ACLR	better
than	 −49	 dBc	 with	 a	 memoryless	 digital	 predistortion	 DPD	 at	 2.3	 GHz	 for	 a	 5-MHz
WCDMA	signal	with	a	PAR	of	9.6-dB	[59].	 In	a	single-tone	frequency	mode,	 this	high-
power	package-integrated	outphasing	Chireix	system	provides	an	output	power	of	47.9	±
0.6	dBm	and	a	drain	efficiency	of	greater	than	50%	across	greater	than	260	MHz	within
2.1	to	2.4	GHz	at	6-dB	power	backoff	with	a	nominal	28-V	drain	supply.

The	basic	advantage	of	a	Chireix	combining	technique	is	that	the	combiner	is	ideally
lossless,	 and	 that	 the	 real	 components	 of	 the	 effective	 load	 admittances	 seen	 by	 the
individual	 power	 amplifiers	 vary	 with	 outphasing	 so	 as	 to	 minimize	 power	 amplifier
losses	when	 output	 power	 reduces.	However,	 the	 reactive	 portions	 of	 the	 effective	 load
admittances	are	only	zero	for	at	most	two	outphasing	angles,	and	become	large	outside	of
a	 limited	 power	 range.	 This	 limits	 efficiency,	 due	 both	 to	 loss	 associated	 with	 added
reactive	currents	and	to	degradation	of	power	amplifier	performance	with	reactive	loading.
In	this	case,	multistage	technique	applied	to	a	conventional	Chireix	outphasing	system	can
overcome	 the	 loss	 and	 reactive	 loading	 problems,	 providing	 an	 ideally	 lossless	 power
combining	with	 nearly	 resistive	 loading	 of	 the	 individual	 power	 amplifiers	 over	 a	 very
wide	output	power	range	when	high	average	efficiencies	are	achieved	even	for	large	peak-
to-average	power	ratios	[60].

Figure	 9.19(a)	 shows	 the	 simplified	 four-stage	 outphasing	 architecture,	 where	 the
power	amplifiers	are	modeled	as	ideal	voltage	sources.	The	lossless	power	combiner	has
four	 input	 ports	 and	 one	 output	 port	 connecting	 to	 the	 load,	 and	 it	 comprises	 reactive



elements	having	specified	reactances	at	the	operating	frequency.	The	system	behavior	can
be	described	based	on	the	relationships	between	the	source	voltages	and	input	currents	of
the	network	of	Fig.	9.19(a)	according	to





FIGURE	9.19	Four-stage	outphasing	architecture	and	instantaneous	efficiencies.

where	 γ	 =	RL/X1,	 β	 =	X2/X1,	 and	 voltage	 amplitudes	 are	 equal	 having	 different	 control
angles	used	for	outphasing.	In	this	case,	+X1	and	+X2	represent	inductive	reactances	due	to
inductances	 and	 −X1	 and	 −X2	 represent	 capacitive	 reactances	 due	 to	 capacitances.	 The
effective	admittance	at	a	combiner	input	port	is	the	complex	ratio	of	current	to	voltage	at
the	port	with	all	sources	active.	The	effective	admittances	represent	the	admittances	seen
by	the	sources	when	they	are	operating	under	outphasing	control.	A	key	advantage	of	this
outphasing	 system	 is	 that	 the	 susceptive	 portion	 of	 admittance	 loading	 the	 power
amplifiers	is	substantially	smaller	than	that	with	a	conventional	Chireix	combining.

The	drain	efficiency	of	a	multistage	outphasing	system	using	ideal	saturated	Class-B
power	amplifiers	can	be	obtained	by

where	Yeff,j	is	the	effective	admittance	at	a	corresponding	combiner	input	port	seen	by	the
jth	source	and	N	 is	 the	number	of	ports.	For	example,	 for	 the	output	probability	density
function	 (PDF)	 representing	 a	WLAN	 signal	with	 a	PAR	 of	 9.01	 dB,	 the	 average	 drain
efficiency	remains	almost	constant	for	much	larger	range	of	backoff	output	powers	for	a
four-stage	outphasing	architecture	(curves	3	and	4)	compared	with	a	conventional	Chireix
outphasing	 architecture	 (curves	 1	 and	 2),	 as	 shown	 in	 Fig.	 9.19(b),	 with	 average	 drain
efficiencies	 of	 38%	 and	 46.1%	 corresponding	 to	 curves	 1	 and	 2	 and	 average	 drain
efficiencies	of	56.9%	and	69%	corresponding	to	curves	3	and	4,	respectively	[60].

Figure	9.20(a)	shows	the	implementation	of	a	Chireix	outphasing	system,	where	each
of	the	two	outphased	sources	is	constructed	of	a	pair	of	the	power	amplifiers	designed	to
operate	 in	 a	 Class-E/Fodd	 mode	 at	 27.12	MHz	with	 output	 powers	 up	 to	 750	W	 using
ARF521	 power	 MOSFETs.	 The	 two	 pairs	 of	 power	 amplifiers	 are	 outphased	 using	 a
Chireix	combiner	having	Xc	 =	 13.6	Ω	 and	 supply	 a	 load	 resistance	RL	 =	 13	Ω.	For	 the
four-stage	outphasing	system	shown	 in	Fig.	9.19(a),	 the	 power	 combiner	 is	 used	with	 a
load	 resistance	 of	 50	Ω	 and	 reactance	 values	X1	 =	 35	Ω	 and	X2	 =	 48.78	Ω.	 The	 drain
efficiency	versus	output	power	for	both	the	four-stage	combining	system	and	conventional
Chireix	 system	 is	 shown	 in	 Fig.	 9.20(b),	 where	 the	 four-stage	 outphasing	 architecture
(curve	 2)	 demonstrates	 superior	 performance	 at	 low	 power	 levels	 compared	 with	 a
conventional	Chireix	system	(curve	1),	with	greater	than	12%	higher	efficiency	for	300-W
output	at	10-dB	power	backoff	and	greater	than	20%	higher	efficiency	at	12.5-dB	power



backoff.	The	difference	in	efficiency	arises	both	due	to	the	higher	reactive	currents	in	the
conventional	Chireix	architecture	and	because	the	greater	reactive	loading	on	the	Chireix
power	amplifiers	at	low	power	levels	causes	them	to	lose	zero-voltage	switching,	resulting
in	 substantial	 capacitive	 discharge	 loss.	 At	 the	 same	 time,	 the	 four-stage	 outphasing
system	 is	 advantageous	 in	 that	 it	 maintains	 desirable	 switching	 conditions	 down	 to	 far
lower	power	levels	than	is	possible	in	a	conventional	Chireix	system.





FIGURE	9.20	Chireix	outphasing	power	amplifier	system	and	instantaneous	efficiencies.

In	 a	 practical	 implementation,	 a	 four-stage	 outphasing	 system	with	 lumped-element
combiner	 and	 four	 microstrip	 inverse	 Class-F	 power	 amplifiers	 achieves	 a	 peak	 CW
(continuous	wave)	drain	efficiency	of	68.9%,	with	efficiency	greater	than	55%	over	a	5.5-
dB	power	range	at	2.14	GHz.	As	a	result,	an	average	drain	efficiency	of	57%	at	an	output
power	of	42	dBm	with	an	ACLR	of	−36.6	dBc	was	provided	for	a	5-MHz	WCDMA	signal
with	a	PAR	of	3.47	dB	[61].	Here,	the	inductive	branch	impedances	are	synthesized	from
the	 series	 LC	 combinations	 in	 order	 to	 provide	 dc	 blocking,	 and	 capacitive	 branch
impedances	use	both	series	and	parallel	capacitor	combinations	to	facilitate	tuning	and	so
that	all	branches	have	the	same	physical	length.

9.4	Envelope	Tracking
For	a	convenience	of	further	consideration,	it	is	important	to	represent	the	collector	(drain)
efficiency	of	a	power	amplifier	in	an	analytical	form	(excluding	losses	in	the	output	load
network),	which	can	be	expressed	as

where	P1	=	I1V	is	the	output	power	at	fundamental	frequency,	P0	=	I0Vcc	is	the	dc	supply
power,	I1	is	the	fundamental	current	amplitude,	I0	is	the	dc	current,	V1	is	the	fundamental
collector	 voltage	 amplitude,	 and	 Vcc	 is	 the	 collector	 supply	 voltage.	 For	 the	 operation
conditions	with	the	same	conduction	angle	(e.g.,	the	conduction	angle	in	Class	B	is	equal
to	180°	regardless	of	the	collector	current	waveform	amplitude),	the	current	ratio	between
the	fundamental	and	dc	components	I1/I0	keeps	a	constant	value.	Generally,	depending	on
the	conduction	angle,	 the	 current	 ratio	 I1/I0	 varies	 from	1	 in	Class	A	with	 a	 conduction
angle	of	360°	to	2	for	ideal	limiting	case	of	Class	C	with	a	conduction	angle	of	0°.	For	a
Class-B	operation,	the	current	ratio	I1/I0	is	equal	to	1.57.	Consequently,	for	a	nearly	Class-
B	operation	mode	when	the	value	of	the	conduction	angle	slightly	deviates	from	180°,	the
current	 ratio	 I1/I0	 varies	within	 a	 small	 range	 of	 10	 to	 20%.	Thus,	 as	 follows	 from	Eq.
(9.27),	 the	 main	 factor	 of	 a	 collector	 efficiency	 improvement	 at	 backoff	 output	 power
levels	is	the	voltage	ratio	V1/Vcc,	which	should	be	kept	constant	for	different	output	power
levels.	This	can	be	achieved	by	reducing	the	supply	voltage	Vcc	using	envelope	 tracking
technique	or	increasing	the	load	resistance.

Because	 the	 collector	 efficiency	 is	 proportional	 to	 the	 ratio	 of	 the	 fundamental
amplitude	to	dc	supply	voltage,	it	becomes	extremely	small	already	at	the	output	powers
lower	than	the	peak	power	by	10	dB,	provided	the	load	resistance	and	dc	supply	voltage
are	 kept	 constant.	 However,	 usually	 for	 CDMA2000,	WCDMA,	 or	 LTE	 cellular	 phone
transmitters,	 the	 output	 power	 can	 vary	 in	 a	 wide	 dynamic	 range	 of	 about	 80	 dB	with
maximum	statistically	averaged	transmitting	power	required	to	deliver	signal	 to	 the	base
station	 of	 about	 15	 to	 30	 dB	 less	 than	 the	 peak	 output	 power.	 Therefore,	 the	 average
envelope	tracking	technique	can	be	very	useful	to	increase	power	amplifier	efficiency	in	a
wide	range	of	output	powers	of	 the	cellular	phone	transmitters	by	varying	the	dc	supply



voltage	 according	 to	 the	 RF	 signal	 envelope.	 When	 the	 supply	 voltage	 tracks	 the
instantaneous	output	envelope,	 it	 is	known	as	a	wideband	envelope	or	envelope-follower
tracking	 (ET).	 However,	 when	 the	 supply	 voltage	 tracks	 the	 long-term	 average	 of	 the
output	envelope,	it	is	known	as	an	average	envelope	or	power	tracking	(APT).	The	ET	is
necessary	 to	 increase	 efficiency	 at	 fixed	 output	 power,	 whereas	 APT	 is	 required	 to
increase	efficiency	at	backoff	powers.

Figure	 9.21	 shows	 the	 envelope	 tracking	 power	 amplifier	 architecture	 with	 analog
control,	 where	 the	 envelope	 detector	 is	 included	 at	 the	 input	 to	 detect	 the	 input	 signal
envelope	[62,	63].	Here,	a	dc-dc	converter	 is	used	 to	provide	 the	dynamically	controlled
supply	voltage	to	a	linear	power	amplifier.	Though	both	buck	(step-down)	or	boost	(step-
up)	dc-dc	converters	can	be	used,	the	latter	allows	operation	of	the	power	amplifier	from	a
supply	 voltage	 higher	 than	 the	 dc-supply	 voltage.	 Such	 a	 dc-dc	 boost	 converter
implemented	 using	 AlGaAs/GaAs	 HBT	 process	 with	 a	 10-MHz	 switching	 (clock)
frequency	 can	 provide	 the	 efficiency	 of	 74%	 at	 maximum	 dc	 power	 [62].	 The	 ripple
obtained	in	the	dc-dc	converter	output	results	in	the	spurious	in	the	output	signal	spectrum
of	approximately	60	dB	lower	than	the	fundamental	spectral	component.	The	delay	line	is
necessary	to	compensate	for	the	phase	misalignment	between	the	envelope	and	RF	signal
paths.	 In	 modern	 transmitters	 for	 wireless	 applications,	 the	 DSP	 technique	 is	 used	 to
provide	 both	 the	 separate	 envelope	 signal	 and	 predistortion	 linearization	 using	 the
feedback	loop	from	the	output.



FIGURE	9.21	Envelope	tracking	power	amplifier	architecture	with	analog	control.

To	 design	 wideband	 high-efficiency	 envelope	 amplifier,	 a	 linear	 stage	 to	 provide	 a
wideband	voltage	source	and,	in	parallel,	a	switching	stage	to	provide	an	efficient	current
supply	based	on	the	buck	dc-dc	converter	topology	can	be	used	[64].	In	this	case,	with	the
average	 switching	 frequency	 of	 the	 nMOS	 switch	 of	 approximately	 1.28	 MHz,	 an
efficiency	of	76.7%	for	a	WCDMA	signal	(PAR	=	6.6	dB)	with	a	peak	output	voltage	of
29.5	V	and	a	root-mean-square	(rms)	voltage	of	12.8	V	were	achieved.	As	a	result,	a	PAE
of	 58%	 at	 an	 average	 output	 power	 of	 42	 dBm	was	 obtained	 for	 a	WCDMA	ET-based
power	amplifier	for	base	station	applications	using	a	high-voltage	GaAs	HBT	device	and	a
memoryless	DPD	to	achieve	an	ACLR	of	−49	dBc	[65].	For	 an	 envelope	 amplifier	with
two	 switching	 stages	 and	 one	 linear	 stage,	 where	 the	 first	 switching	 amplifier	 and	 the
linear	 amplifier	 fabricated	 in	 a	 0.15-μm	 CMOS	 process	 provide	 wideband	 and	 high-
efficiency	 operation,	whereas	 the	 second	 switching	 stage	 provides	 a	 reduced	 bandwidth
dynamically	varying	envelope	signal	to	the	supply	terminal	of	the	linear	stage	to	minimize
its	 power	 loss,	 a	maximum	 average	 efficiency	 is	 increased	 to	 82%	 for	 a	 10-MHz	 LTE
signal	with	a	PAR	of	6	dB	at	29.7-dBm	output	power	[66].	With	a	digital	control	used	to
cancel	the	delay	in	the	output	filter	of	the	switching	stage,	an	efficiency	of	79%	at	29-dBm



average	output	power	for	a	20-MHz	LTE	signal	with	a	PAR	of	6.9	dB	was	achieved	[67].

The	linearity	of	a	power	amplifier	with	envelope	tracking	is	usually	worse	than	that	of
the	 power	 amplifier	with	 fixed	 supply	voltage	 because	 of	 the	 gain	 and	phase	 variations
with	supply	voltage.	In	this	case,	it	is	possible	to	use	a	fixed	analog	predistortion	or	digital
control	to	minimize	the	increased	nonlinearity	to	a	considerable	extent.	Figure	9.22	shows
the	envelope-tracking	power	amplifier	architecture	with	a	digital	control	[68].	In	addition
to	 providing	 a	 proper	 control	 voltage	 for	 the	 dc-dc	 converter	 according	 to	 the	 signal
envelope,	the	DSP	system	also	computes	a	predistorted	input	signal	for	both	the	in-phase
(I)	and	quadrature	(Q)	channels	using	amplifier	amplitude	and	phase	characteristics.	The
practical	results	show	that,	in	this	case,	the	ACPR	of	the	IS-95	CDMA	input	signal	can	be
improved	by	8	dB	at	an	output	power	of	28	dBm.	However,	the	ACPR	is	quite	sensitive	to
the	 timing	 relationships	 between	 the	 varying	 supply	 voltage	 and	 the	 input	 signal.	 For	 a
GaAs	 MESFET	 power	 amplifier	 with	 boost	 converter	 operated	 at	 950	 MHz	 with
maximum	output	power	of	1	W,	the	power	usage	efficiency	calculated	in	accordance	with
a	PDF	of	its	output	power	is	1.64	times	higher	than	the	one	for	just	battery	operation	[63].
However,	to	meet	CDMA	IS-95	specifications	for	ACPR,	a	fast	feedback	loop	regulation
scheme	 and	 dynamic	 gate	 biasing	 are	 needed	 to	 reduce	 the	 intermodulation	 distortions
caused	 by	 the	 gain	 variation	 (due	 to	 the	 significant	 variation	 of	 the	 device
transconductance	 with	 the	 supply	 voltage)	 and	 parasitic	 phase	 modulation	 (due	 to	 the
inherently	 nonlinear	 behavior	 of	 the	 intrinsic	 device	 capacitances).	 Efficiency
improvement	 can	 be	 achieved	 for	 a	 power	 amplifier	with	 harmonic	 tuning	 instead	 of	 a
linear	 power	 amplifier	 operating	 in	 Class	 AB	 using	 a	 high-performance	 GaN	 HEMT
device	[69].	In	this	case,	a	2.14-GHz	GaN	HEMT	power	amplifier	with	a	drain	efficiency
of	81%	and	a	peak	power	of	40	W	achieved	a	52.5%	composite	PAE	with	high	linearity
for	a	5-MHz	WCDMA	signal	with	a	23-MHz	supply	modulator	bandwidth	using	the	DPD
with	dynamic	deviation	reduction	demonstrated	[70].



FIGURE	9.22	Envelope-tracking	(ET)	power	amplifier	architecture	with	digital	control.

It	 is	much	easier	 to	provide	an	APT	because	power	control	dynamically	changes	 the
supply	 voltage	 and	 current	 as	 a	 function	 of	 power	 at	 a	 much	 slower	 rate	 compared	 to
envelope.	 The	 Class-S	 modulator	 that	 can	 provide	 a	 long-term	 dynamically	 controlled
supply	voltage	is	similar	in	form	to	a	buck	dc-dc	converter	where	the	width	or	duty	ratio
of	the	pulses	is	proportional	to	an	input	control	voltage.	The	control	voltage	corresponds
to	the	rms	value	of	the	modulated	signal.	The	high	switching	frequency	provides	several
advantages:	reduced	value	and	size	of	the	low-pass	filter	(LPF),	better	suppression	of	the
switching	 frequency,	 and	 fast	 dynamic	 response.	Maximizing	 the	 quality	 factors	 of	 the
elements	of	the	LPF	and	minimizing	the	on-resistances	of	the	switching	nMOS	and	pMOS
transistors	using	larger	size	of	their	gate	channel	widths	can	result	in	a	Class-S	modulator
efficiency	of	approximately	90%	at	the	switching	frequency	of	5	MHz	and	slightly	less	at
that	 of	 10	 MHz	 [71].	 Figure	 9.23	 shows	 the	 envelope-tracking	 (ET)	 power	 amplifier
architecture	with	a	Class-S	modulator.



FIGURE	9.23	Envelope-tracking	(ET)	power	amplifier	architecture	with	Class-S
modulator.

The	 experimental	 results	 for	 a	 2-W	 ET	 MESFET	 power	 amplifier	 using	 a	 high-
efficiency	 Class-S	 modulator	 intended	 for	 CDMA	 cellular	 handset	 applications	 in	 a
frequency	range	of	824	to	849	MHz	are	shown	in	Fig.	9.24	[71].	The	phase	deviations	of
the	output	signal	across	the	dynamic	range	of	the	supply	voltage	were	less	than	3°	up	to
the	2-dB	gain	compression	point	resulting	in	adjacent	and	alternate	channel	power	ratios
of	−-46	dBc	and	−56	dBc,	respectively.	Each	ACPR	is	measured	as	the	ratio	of	power	in	a
30-kHz	bandwidth	offset	from	the	carrier	by	885	kHz	for	adjacent	channel	and	1.98	MHz
for	 alternate	 channel.	 The	 supply	 voltage	 is	 dynamically	 stepped	 down	 via	 the	Class-S
modulator	to	approximately	0.3	V	in	a	deep	backoff	with	maximum	voltage	of	about	3.3	V
due	 to	small	voltage	drop	from	the	battery	dc	supply	voltage	of	3.5	V,	as	shown	in	Fig.
9.24(a).	 In	 this	 case,	 more	 than	 five	 times	 improvement	 in	 power	 usage	 efficiency,	 as
shown	in	Fig.	9.24(b),	was	obtained	compared	to	a	power	amplifier	with	fixed	bias	voltage
when	 the	 significant	 amount	 of	 the	 quiescent	 current	 is	 still	 kept	 over	 a	wide	 range	 of
output	powers.





FIGURE	9.24	Envelope-tracking	(ET)	power	amplifier	dc	supply	(a)	voltage	and	(b)
current.

In	handset	cellular	applications,	 the	dc-dc	converters	 should	provide	high-efficiency,
small-size,	and	low-cost	operation.	In	this	case,	a	deep	submicron	SiGe	BiCMOS	process
technology	 can	 be	 used	 to	 fabricate	 the	 monolithic	 supply-modulated	 power	 amplifier
where	the	power	transistor	can	be	implemented	using	the	SiGe	HBT	process	[72].	The	size
of	the	passive	elements	can	be	reduced	to	practical	values	for	integration	by	increasing	the
switching	 frequencies	 to	 the	 order	 of	 100	 MHz.	 Switches	 can	 be	 implemented	 using
nMOS	and	pMOS	devices	with	optimum	channel	widths	to	minimize	their	power	losses.
The	 filter	 capacitor	 is	 realized	 as	 an	MOS	 capacitor	 having	 higher	 specific	 capacitance
compared	with	an	MIM	capacitance.	To	increase	the	quality	factor	of	the	filter	inductance,
it	is	implemented	using	a	thick	last	metal	layer	far	above	the	substrate.	Such	a	monolithic
900-MHz	 power	 amplifier	 with	 a	 high-speed	 synchronous	 buck	 dc-dc	 converter	 can
provide	 substantially	higher	efficiency	compared	with	 the	 similar	power	amplifier	using
constant	 voltage	 supply	 at	 lower	 power	 levels.	 Because	 the	 bandwidth	 of	 the	 ET
modulator	is	related	to	the	bandwidth	of	the	RF	signal	envelope	that	can	be	as	high	as	20
MHz,	it	is	clear	that	the	design	of	the	modulator	and	the	interface	to	the	power	amplifier
requires	care	in	design	and	implementation.

By	using	a	buck-boost	dc-dc	converter	with	high	efficiency	over	a	wide	loading	range,
the	system	efficiency	can	be	further	improved	[73,	74].	The	boost	converter	is	only	used
for	the	linear	envelope	stage,	while	the	buck	converter	is	directly	connected	to	the	battery
with	a	nominal	voltage	of	3.4	V.	By	boosting	 the	supply	voltage	 to	 the	 linear	stage	 to	a
fixed	 5	 V	 regardless	 of	 the	 battery	 voltage	 variation,	 it	 provides	 a	 maximum	 supply
voltage	 of	 4.5	 V,	 considering	 the	 0.5-V	 drop	 across	 the	 modulator.	 The	 efficiency
degradation	 due	 to	 the	 boost	 converter	 is	 minimal	 because	 a	 major	 part	 of	 power	 is
generated	by	the	switching	stage.	In	a	practical	implementation,	a	1-W	boost-mode	hybrid
switching	supply	modulator	including	the	linear	stage	and	both	boost	and	buck	converters
can	occupy	a	chip	size	of	2.6	×	1.7	mm2,	with	the	maximum	efficiency	of	76.8%	at	3.6	V
[75].

Generally,	varying	 the	supply	voltage	 in	accordance	with	 the	signal	envelope	affects
the	AM-AM	and	AM-PM	characteristics	of	the	power	amplifier	and	degrades	its	linearity.
However,	the	proper	voltage	control	can	provide	the	constant	power	gain	across	the	input
signal	dynamic	range	combined	with	a	corresponding	correction	of	AM-PM	response,	thus
minimizing	the	power	amplifier	amplitude	and	phase	distortions	and	extending	the	useful
power	amplifier	linear	dynamic	range	up	to	saturation	point	[76].	In	this	case,	the	mapping
between	 the	 instantaneous	 RF	 envelope	 and	 the	 applied	 supply	 voltage	 seriously
influences	 the	AM-AM	and	AM-PM	 characteristics,	 as	well	 as	 the	 average	output	 power
and	 efficiency.	 In	 an	 ET	 system,	 the	 contents	 of	 a	 shaping	 table	 as	 a	 part	 of	 a	 digital
baseband	in	the	envelope	path,	as	shown	in	Fig.	9.25(a),	determine	this	mapping	[77].	To
achieve	 the	 so-called	 “ISOgain”	 shaping,	 the	 mapping	 between	 the	 RF	 envelope	 and
supply	 voltage	 is	 chosen	 to	 achieve	 a	 particular	 constant	 power	 amplifier	 gain,	 when
operating	at	high	 supply	voltage	close	 to	 the	maximum	value	of	4.5	V	 in	a	compressed
region,	at	medium	supply	voltages	in	a	transition	region,	and	at	low	supply	voltages	in	a
linear	region,	as	shown	in	Fig.	9.25(b).





FIGURE	9.25	Envelope-tracking	power	amplifier	and	varying	supply	voltage.

With	this	mapping,	the	ET	power	amplifier	system	can	achieve	low	AM-AM	distortion
despite	 operating	 in	 compression	 over	 much	 of	 the	 envelope	 cycle,	 according	 to	 Fig.
9.26(a).	The	ET	system	tradeoff	of	using	the	shaping	table	to	linearize	the	power	amplifier
is	 a	 small	 loss	 of	 efficiency	 for	 a	 substantial	 improvement	 in	 linearity.	 The	 choice	 of
shaping	function	also	has	a	strong	influence	on	the	bandwidth	requirement	of	the	envelope
path.	A	smooth	transition	between	the	linear	and	compressed	regions	corresponding	to	ET
optimum	 efficiency	 shaping	 that	 is	 shown	 in	 Fig.	 9.26(b)	 results	 in	 a	 lower	 bandwidth
requirement	for	the	envelope	amplifier	for	a	1	to	2%	loss	in	system	efficiency	[77].	Note
that,	unlike	with	AM-AM	distortion,	 the	envelope	shaping	 table	does	not	directly	control
AM-PM	 distortion,	 which	 ideally	 should	 be	 flat	 across	 the	 entire	 output	 power	 range,
especially	in	a	compressed	region.	To	define	the	shaping	table,	it	is	necessary	to	measure
the	basic	power	amplifier	characteristics	such	as	output	power,	efficiency,	gain,	and	phase
over	the	full	range	of	supply	voltage,	input	power,	and	varying	load	impedance.





FIGURE	9.26	Envelope-tracking	ISOgain	and	optimum	efficiency	shaping.

For	an	OFDM	application	at	2.4	GHz,	the	overall	efficiency	of	the	complete	wideband
ET	 system	with	 SiGe	 HBT	 power	 amplifier	 is	 achieved	 as	 high	 as	 28%	with	 an	 error
vector	magnitude	(EVM)	of	5%	at	an	output	power	of	20	dBm	[78].	In	this	case,	the	gain
of	11	dB	was	measured	for	this	ET-based	power	amplifier,	which	is	lower	by	2.7	dB	than
that	of	the	similar	power	amplifier	with	fixed	dc-supply	voltage.	This	is	a	common	feature
of	the	supply-modulated	power	amplifiers	and	is	a	result	of	their	gain	compression	at	low
dc-supply	 voltages.	 Because	 the	 wideband	 envelope-tracking	 system	 has	 a	 significant
nonlinearity	associated	with	the	collector	modulation,	as	well	as	the	intrinsic	nonlinearity
of	the	power	amplifier,	off-chip	baseband	DPD	with	an	LUT	scheme	was	implemented	in
this	case	to	improve	the	system	linearity,	in	particular	EVM.

9.5	Switched-Path	and	Variable-Load	Power
Amplifiers

The	 power	 amplifiers	 in	 wireless	 communications	 systems	 operating	 in	 CDMA2000,
WCDMA,	 or	 LTE	 standards	 are	 required	 to	 cover	 a	 dynamic	 range	 of	 the	 transmitting
output	powers	up	to	80	dB	satisfying	the	corresponding	linearity	requirements.	As	a	result,
being	 designed	 for	 the	 highest	 power	 level	 with	 maximum	 achievable	 efficiency,	 the
power	 amplifier	 tends	 to	 operate	 less	 efficiently	 at	 lower	 power	 levels,	 which	 leads	 to
shortening	 the	 battery	 life	 time.	 Figure	 9.27(a)	 shows	 the	 transmitter	 architecture	 that
includes	a	variable	gain	amplifier,	a	power	amplifier	to	provide	a	high	output	power	level,
a	bypass	line	for	bypassing	the	smaller	output	power	level,	and	a	two-pole	switch	between
two	signal	paths	[79].	Usually,	the	power	amplifiers	for	wireless	handset	transmitters	are
designed	to	achieve	the	transducer	power	gain	of	about	25	to	30	dB.	Therefore,	it	is	very
important	 to	 provide	 an	 efficient	 operation	 condition	 around	 maximum	 probable
transmitting	power	required	to	deliver	signal	to	the	base	station,	which	is	of	about	12	to	15
dB	less	than	the	maximum	peak	power.	The	output	power	of	the	widely	used	variable	gain
amplifiers	 is	 usually	 less	 than	 10	 dBm;	 otherwise,	 it	 is	 difficult	 to	 realize	 their	 linear
operation.	Besides,	the	variable	gain	amplifiers	usually	have	a	sufficiently	high	value	for
their	noise	figure.	This	contributes	to	the	degradation	in	nonlinear	distortion	and	excessive
noise	level	in	receiver	bandwidth,	which	can	only	be	improved	by	additional	filtering	that
increases	the	cost	and	size	of	the	transmitter.



FIGURE	9.27	Transmitter	architectures	with	dual-path	power	amplifier.

A	possible	solution	to	improve	the	performance	of	the	cellular	handset	transmitter	is	to
use	 two	 power	 amplifier	 paths	 with	 different	 output	 power	 levels.	 This	 can	 result	 in	 a
significant	 reduction	 of	 power	 consumption,	 because	 the	 low-power	 amplifier	 provides
higher	 efficiency	 at	 output	 power	 level	 corresponding	 to	 maximum	 PDF.	 The	 block
schematic	 of	 a	 dual-path	 transmitter	 architecture	 is	 shown	 in	 Fig.	 9.27(b).	 When	 it	 is
required	to	transmit	the	signal	with	an	output	power	between	the	maximum	level	Pmax	and
the	 statistically	 averaged	 power	Pavg,	 the	 low-power	 amplifier	 is	 turned	 off.	When	 it	 is
enough	 to	 transmit	 the	 signal	 with	 the	 output	 power	 equal	 or	 less	 than	Pavg,	 the	 high-
power	amplifier	is	turned	off.	Consequently,	at	any	moment	the	only	one	power	amplifier
is	turned	on.

To	further	improve	the	efficiency	of	the	multistage	power	amplifier	system,	generally
it	may	need	to	provide	more	than	two	power	amplifier	paths	with	different	output	power
levels	 when	 either	 each	 amplifying	 stage	 is	 connected	 to	 the	 three-pole	 switch	 or	 all
amplifying	 stages	 are	 connected	 in	 parallel	 to	 the	 multipole	 switch.	 In	 this	 case,	 an



efficiency	 improvement	 can	 be	 achieved	 by	 bypassing	 the	 power	 amplifier	 stages.	 For
example,	the	power	amplifier	topology	shown	in	Figure	9.28(a)	provides	the	possibility	of
bypassing	 the	 second	 stage	 [80].	At	 lower	 output	 power	 levels,	 the	 signal	 amplification
can	be	achieved	using	only	the	first	amplifying	stage	PA1	with	the	switch	S1	being	turned
on,	 whereas	 the	 maximum	 output	 power	 level	 is	 achieved	 using	 a	 two-stage	 power
amplifier	 configuration	with	 the	 switches	 S2	 and	S3	 being	 turned	 on.	 To	 eliminate	 any
additional	 impedance	 matching,	 both	 stages	 should	 be	 designed	 to	 operate	 in	 a	 50-Ω
environment	at	the	input	and	output.	An	improvement	in	average	efficiency	of	greater	than
four	 times	 at	 backoff	 output	 power	 levels	 (compared	 with	 the	 conventional	 two-stage
structure)	 was	 achieved	 for	 a	 CDMA	 power	 amplifier	 operating	 over	 the	 frequency
bandwidth	of	825	to	849	MHz	with	a	maximum	output	power	of	29	dBm	[81].

FIGURE	9.28	Switched-stage	power	amplifier	configurations.

The	power	amplifier	structure	shown	in	Fig.	9.28(b)	includes	three	amplifying	stages
with	each	stage	having	its	own	configuration	so	that	the	selected	number	of	desired	output
power	 levels	 may	 be	 obtained	 directly	 from	 the	 selected	 amplifying	 stage	 [82].	 The



amplifying	 stages	 also	 can	 be	 configured	 in	 tandem	 to	 deliver	maximum	 output	 power
when	 an	 output	 of	 the	 first	 amplifying	 stage	 PA1	 provides	 an	 input	 to	 the	 second
amplifying	 stage	PA2,	 while	 an	 output	 of	 the	 second	 amplifying	 stage	PA2	 provides	 an
input	 to	 the	 third	 amplifying	 stage	PA3.	 As	 a	 result,	 a	 three-stage	 power	 amplifier	 can
provide	three	output	power	levels	with	maximum	achievable	efficiency.

Figure	 9.29(a)	 shows	 the	 block	 schematic	 of	 a	 switched-path	 three-stage	 power
amplifier	configuration,	which	 represents	a	 separate	connection	of	 the	amplifying	stages
with	 an	 output	 switchplexer	 [83].	 Here,	 the	 interstage	 matching	 circuits	 represent	 the
three-port	 networks	 with	 a	 single	 input	 and	 two	 outputs	 each,	 and	 the	 switchplexer	 is
configured	 to	 provide	 communication	 between	 its	 corresponding	 input	 and	 output.	 This
approach	 allows	 easy	 MCM	 (multichip	 module)	 implementation	 using	 separate
technologies	 for	 the	 power	 amplifier	 and	 switchplexer.	 The	 other	 solution	 of	 a	 highly
efficient	 reconfigurable	 power	 amplifier	 module	 for	 cellular-phone	 transmitter
applications	 having	 reduced	 size	 and	 high	 efficiency	 at	 different	 output	 power	 levels,
whose	 block	 schematic	 is	 shown	 in	 Fig.	 9.29(b),	 can	 provide	 the	 signal	 transmission
corresponding	 to	 constant-envelope	 DCS/PCS	 and	 varying-envelope	 WCDMA/LTE
cellular	modes	in	a	high-frequency	bandwidth	of	1710	to	1980	MHz	[84,	85].	The	three-
stage	power	amplifier	module	consists	of	common	first	and	second	amplifying	stages	and
final	 stage	 with	 two	 parallel	 identical	 amplifying	 paths	 to	 provide	 separately	 equal
saturated	output	powers	of	about	30	 to	31	dBm	to	obtain	a	 linear	power	of	27	dBm	for
WCDMA1900/2100	 signals	 (or	 26	dBm	 for	LTE1900/2100),	 and	 a	matching	 circuit	 for
DCS/EDGE1800	 and	 PCS/EDGE1900	 modes	 to	 provide	 the	 required	 saturated	 output
power	of	33	dBm.	When	the	top	and	bottom	switches	are	connected	together,	the	signals
from	 two	 amplifying	 paths	 flow	 through	 the	 matching	 circuit	 required	 to	 match	 the
resulting	 25	 Ω	 to	 the	 standard	 50-Ω	 load	 and	 to	 provide	 an	 additional	 harmonic
suppression.	 Otherwise,	 each	 separate	 amplifying	 path	 can	 be	 used	 to	 transmit	 either
WCDMA/LTE1900	or	WCDMA/LTE2100	signals,	as	well	as	WCDMA/LTE1800	mode.



FIGURE	9.29	Switched-path	power	amplifier	configurations.

As	an	alternative	to	switching	of	the	power	amplifier	paths,	 it	 is	possible	to	improve
efficiency	of	 the	 power	 amplifier	 operated	 at	 different	 output	 power	 levels	with	 a	 fixed
supply	 voltage	 by	 providing	 the	 impedance	 transformation	 between	 the	 load	 and	 the
transistor	output	using	switched-circuit	arrangements	of	 the	 load	network	[86].	The	 load



network	may	include	the	series	transmission	line	and	shunt	capacitors	that	can	properly	be
connected	by	the	turning	on	or	off	the	corresponding	p-i-n	diode	to	provide	the	impedance
matching	at	maximum	and	specified	reduced	power	levels.	For	practical	implementation,
it	is	necessary	to	choose	the	p-i-n	diodes	with	minimal	series	resistance	and	minimize	an
influence	of	 the	diode	biasing	circuitry	on	RF	performance.	The	operational	principle	of
the	 diode-switched	 or	 variable-load	 network	 configuration	 is	 illustrated	 in	 Fig.	 9.30.	 In
order	 to	 maximize	 efficiency	 of	 the	 power	 amplifier,	 the	 load	 resistance	 for	 different
output	 power	 levels	 should	 be	 different,	 so	 as	 to	 provide	 a	 collector	 voltage	 amplitude
close	to	the	value	of	the	dc-supply	voltage	Vcc	in	accordance	with	Eq.	(9.27).	This	means
that	the	load-line	angle	at	lower	output	power	levels	becomes	smaller,	so	that	the	smaller
collector	 current	 amplitude	 corresponds	 to	 approximately	 the	 same	 collector	 voltage
amplitude	 as	 for	 the	 higher	 output	 power	 level.	Moreover,	 for	 lower	 power	 levels,	 the
saturation	 voltage	 becomes	 smaller,	 as	 seen	 from	 the	 collector	 voltage	 amplitude
corresponding	to	the	collector	current	amplitude	I″	in	Fig.	9.30,	and	peak	collector	voltage
becomes	even	higher.	This	smaller	load-line	angle	corresponds	to	the	higher	value	of	the
load	resistance	seen	by	the	device	collector.	For	a	dual-mode	DCS/EDGE	power	amplifier
implemented	 in	a	0.18-μm	CMOS	technology	where	a	 tunable	output	matching	network
with	a	high-power	switched	capacitor	and	on-chip	magnetic-coupled	transformer	is	used,	a
saturated	 PAE	 of	 45%	 at	 a	 32	 dBm	 was	 achieved	 for	 DCS1800	 mode,	 whereas	 a
modulated	PAE	of	28.1%	at	27.5	dBm	was	optimized	for	EDGE1800	mode	at	1.76	GHz
[87].



FIGURE	9.30	Collector	voltage	and	current	waveforms	for	different	load	lines.

To	 provide	 higher	 efficiency	 over	 a	 wide	 range	 of	 output	 power	 levels,	 the	 load-
network	configurations	with	variable	elements	can	be	used	[88].	Figure	9.31(a)	shows	the
high-pass	 π-type	 configuration	 of	 the	 output	matching	 network	with	 two	 shunt	 variable
inductors.	 A	 π-type	 matching	 network	 has	 two	 variable	 elements,	 which	 in	 principle
allows	a	 load	 termination	 to	be	 transformed	 to	any	 impedance	point	on	 the	Smith	chart.
The	variable	inductance	can	be	practically	implemented	by	means	of	the	series	connection
of	a	quarterwave	transmission	line	and	a	varactor	diode,	as	shown	in	Fig.	9.31(b).	In	this
case,	the	characteristic	impedance	of	a	quarterwave	transmission	line	must	be	sufficiently
low,	so	that	the	voltage	swing	across	the	varactor	capacitance	is	substantially	reduced.	By
using	commercially	available	varactor	diodes,	 it	 is	possible	 to	achieve	an	approximately
constant	value	of	the	maximum	PAE	over	the	5-dB	dynamic	range	and	more	than	double
improvement	in	efficiency	at	15-dB	backoff	output	power	level.	The	reverse-bias	voltage
applied	 to	 the	varactor	diodes	should	be	high	enough	 to	minimize	 the	 insertion	 loss	and
parasitic	phase	distortion.



FIGURE	9.31	Load	network	configurations	with	variable	load-network	elements.

As	 an	 alternative,	 a	 ladder-type	 two-stage	matching	network	can	provide	 impedance
transformation	 that	covers	 the	entire	Smith	chart.	The	advantage	of	 the	 ladder	matching
network	over	 the	π-type	network	 is	 that,	 for	higher	 impedance	 transformation	ratios,	 the
loaded	Q-factor	of	a	two-stage	ladder	network	is	significantly	lower,	which	improves	the
broadband	capability	of	the	power	amplifier.	In	monolithic	implementation,	each	tunable
capacitor	 can	 be	 composed	 of	 an	 antiseries	 connection	 of	 two	 varactors	 independently
controlled	 through	 its	 center-tap	 voltage	 and	 the	 inductors	 can	 be	 realized	 either	 by
coplanar	waveguide	or	bondwires	[89].	In	this	case,	the	collector	efficiencies	of	30	to	55%
are	achieved	over	a	10-dB	range	of	the	output	powers	from	28	dBm	for	the	1800-,	1900-,



and	 2100-MHz	 bands.	 The	 varactor	 double-stub	 matching	 network	 can	 be	 used	 as	 an
adaptive	 impedance	 antenna	 tuner	 for	 a	WCDMA	handset	 transmitter,	 with	 the	 goal	 of
increasing	 overall	 efficiency	 by	 reducing	 the	 reflected	 power	 when	 the	 antenna	 is
mismatched	[90].

The	 variable	 capacitors	 using	 a	 thin-film	 BaxSR1-xTiO3	 (BST)	 high-permittivity
dielectric	material	with	 a	voltage-dependent	dielectric	 constant	 is	 a	promising	 candidate
for	 a	 voltage-controlled	 tunable	 device	 with	 a	 remarkably	 large	 variation	 in	 dielectric
constant	[91].	The	parallel-plate	BST	capacitors	can	achieve	as	much	as	a	6:1	tuning	range
in	dielectric	constant.	Unlike	varactor	diodes,	 the	BST	capacitors	do	not	have	a	 forward
conduction	region	and	hence	can	support	a	 large	RF	voltage	swing	at	 low	bias	voltages,
which	makes	 them	 attractive	 for	 applications	 in	 cellular	 frontends,	 for	 example,	 in	 the
antenna	 tuners	 and	 matching	 circuits	 of	 the	 power	 amplifiers.	 Figure	 9.31(c)	 shows	 a
simple	matching	 circuit	 designed	 to	 transform	 a	 50-Ω	 load	 to	 lower	 impedances	 in	 the
frequency	range	of	850	to	950	MHz	[92].	Here,	an	inductor	L1	 is	realized	with	a	high-Q
off-chip	 SMT	 air-core	 inductor,	 and	 the	 rest	 elements	 including	 BST	 capacitors	 are
monolithically	implemented.	In	this	case,	the	insertion	loss	of	an	entire	circuit	is	below	0.3
dB	over	all	bias	voltages	and	the	output	impedance	varies	continuously	between	13	and	29
Ω	at	900	MHz.	Similar	tunable	matching	network	with	low	distortion	and	low	operating
bias	voltages	using	as	an	output	matching	network	of	 the	power	amplifier	for	PCS	band
demonstrated	an	ACLR	better	 than	−48	dBc	at	an	output	power	of	28	dBm	and	a	center
bandwidth	 frequency	of	1880	MHz	 [93].	The	 thick-film	BST	 capacitors	 can	 be	 used	 as
tunable	 interdigital	varactors	 in	a	π-type	 low-pass	output	matching	network	of	 the	high-
power	GaN	HEMT	amplifiers	for	base	station	applications	at	2	GHz	[94].

An	 electronically	 tunable	 load	 network	 with	 one	 or	 more	 variable	 elements	 can	 be
used	as	an	alternative	load	modulation	technique,	in	which	amplitude-modulate	signals	are
produced	with	high	efficiency	by	dynamic	variation	of	the	load	impedance	of	the	power
amplifier,	and	the	average	efficiency	can	be	twice	that	achieved	in	a	linear	operation	of	the
same	 power	 amplifier	 for	 a	 multicarrier	 envelope	 with	 a	 10-dB	 PAR	 and	 modulation
bandwidths	up	to	50	kHz	at	high	frequencies	[95].	The	load	modulation	technique	can	be
extended	 to	 use	 in	 microwave	 high-power	 applications	 when,	 for	 a	 1-GHz	 7-W
LDMOSFET	power	amplifier,	the	PAE	can	be	increased	by	10%	at	10-dB	power	backoff
compared	 to	 the	 linear	 power	 amplifier	 with	 a	 fixed	 50-Ω	 load	 [96].	 Under	 3GPP
WCDMA	modulation,	a	dynamically	modulated	power	amplifier	with	a	varactor-tunable
matching	 network	 achieves	 up	 to	 5%	 improvement	 in	 drain	 efficiency	 at	 a	 maximum
output	power	of	approximately	15	dBm	maintaining	an	ACLR	below	−33	dBc	at	5-MHz
offset	[97].

Using	 the	 diode	 switches	 in	 the	 load	 network,	 or	 varactor-based	 tunable	 matching
networks,	results	 in	 increased	size,	cost,	circuit	complexity,	and	additional	power	losses.
To	improve	the	performance	of	the	wireless	handset	transmitter,	it	might	be	possible	to	use
its	architecture	with	two	amplifying	paths	with	different	output	power	levels	and	a	single
three-port	 nonswitchable	 output	 load	 network	 [98].	 Such	 an	 approach	 provides	 high-
efficiency	operation	at	 low	and	medium	output	power	levels	with	a	significant	reduction
of	 the	 overall	 transmitter	 power	 consumption.	 The	 basic	 dual-path	 two-stage	 power
amplifier	 schematic	with	 a	 three-port	 output	matching	 circuit	 is	 shown	 in	 Fig.	 9.32(a),



which	 also	 includes	 a	 common	 first	 stage,	 a	 common	 three-port	 interstage	 matching
circuit,	and	a	dual-path	second	stage.	When	it	is	necessary	to	transmit	a	signal	with	output
power	 between	maximum	output	 power	Pmax	 and	 some	 averaged	 backoff	 output	 power
Pavg,	 the	 low-power	 amplifying	 stage	 with	 active	 device	Q3	 is	 turned	 off.	 When	 it	 is
enough	 to	 transmit	 the	signal	with	output	power	equal	or	 less	 than	Pavg,	 the	high-power
amplifying	stage	with	active	device	Q2	 is	turned	off.	Both	transistors	are	biased	in	Class
AB	with	a	small	quiescent	current	 to	provide	a	 linear	operation.	The	area	of	 the	smaller
device	Q3	 corresponds	 to	 the	 output	 power	Pavr	 required	 to	 deliver	 to	 the	 antenna.	 The
three-port	output	matching	circuit	 should	be	 configured	 so	 that	 it	 provides	 a	 lower	 load
impedance	 seen	 by	 the	 collector	 of	 the	 transistor	Q2	 to	 deliver	maximum	output	 power
Pmax	with	maximum	achievable	collector	efficiency	and	a	higher	load	impedance	seen	by
the	 collector	 of	 the	 transistor	Q3	 to	maximize	 collector	 efficiency	 at	 the	most	 probable
output	power	Pavr.	Because	 such	a	dual-path	 configuration	with	 a	 single	 three-port	 load
network	does	not	require	additional	components	rather	than	transistors,	it	is	very	practical
for	single-chip	integration	without	serious	increasing	in	manufacturing	cost	and	size.





FIGURE	9.32	Three-port	load	network	configurations	of	dual-path	power	amplifier.

Figure	 9.32(b)	 shows	 the	 circuit	 schematic	 (without	 bias	 circuits)	 of	 a	 two-stage
InGaP/GaAs	 HBT	MMIC	 power	 amplifier	 intended	 for	WCDMA	 handset	 applications
[98].	The	 emitter	 areas	 of	 the	 transistors	 for	 driver	 stage	Q1,	 power	 stage	Q2,	 and	 dual
stage	Q3	 were	 chosen	 of	 480	 μm2,	 1920	 μm2,	 and	 480	 μm2,	 respectively.	 The	 output
impedance-transforming	 circuit	 is	 constructed	 with	 a	 series	 capacitor	 C.	 The	 current-
mirror	circuits	located	within	the	MMIC	were	used	for	transistor	biasing.	As	a	result,	by
using	a	Class-AB	mode	with	quiescent	currents	of	10	mA	for	the	devices	Q1	and	Q3	and
40	 mA	 for	 the	 device	Q2	 at	 a	 dc-supply	 voltage	 Vcc	 =	 3.3	 V,	 the	 PAE	 of	 16.4%	 was
obtained	in	a	low-power	mode	with	P1dB	=	16.7	dBm.	In	a	high-power	mode	with	P1dB	=
27.6	dBm,	 the	PAE	was	34.2%.	Generally,	an	overall	efficiency	 improvement	of	at	 least
1.81	times	over	a	wide	power	range	was	provided,	compared	to	a	conventional	two-stage
Class-AB	power	amplifier.

Figure	 9.33	 shows	 an	 alternative	 approach	 to	 realize	 the	 dual-path	 power	 amplifier
using	a	chain	configuration	of	the	output	impedance-transforming	circuit	[99].	The	dual-
chain	two-stage	InGaP/GaAs	HBT	MMIC	power	amplifier	with	common	input	and	output
matching	circuits	is	implemented	by	parallel	connection	of	two	amplifying	chains	having
different	output	powers.	Either	 the	 low-power	amplifying	chain	with	P1dB	=	16	dBm	or
the	 high-power	 amplifying	 chain	 with	 P1dB	 =	 28	 dBm	 is	 activated	 through	 the	 bias
selection.	 The	 matching	 circuit	 between	 the	 collectors	 of	 the	 output	 transistors,	 with	 a
series	 inductor	 and	 a	 shunt	 capacitor	 composing	 a	 simple	 low-pass	 L-type	 matching
circuit,	 allows	 the	 power-added	 efficiency	 at	 backoff	 output	 powers	 to	 be	 increased	 by
more	 accurate	 impedance	 matching	 of	 the	 higher	 output	 impedance	 of	 the	 low-power
device	 to	 the	 50-Ω	 load.	 Using	 such	 a	 dual-chain	 power	 amplifier	 configuration,	 it	 is
possible	to	obtain	the	PAE	of	21%	at	P1dB	=	16	dBm	in	a	low-power	mode	and	the	PAE	of
40%	at	P1dB	=	28	dBm	in	a	high-power	mode.





FIGURE	9.33	Schematic	of	dual-chain	MMIC	power	amplifier.

Figure	9.34(a)	shows	the	block	diagram	of	the	power	amplifier	with	a	high	efficiency
at	 different	 output	 power	 levels,	 which	 incorporates	 an	 additional	 separate	 low-power
amplifying	path	connected	between	the	isolated	ports	of	a	quadrature	input	hybrid	power
divider	and	a	quadrature	output	hybrid	power	combiner	[100].	In	a	high-power	mode,	the
bias	 control	 unit	 provides	 proper	 biasing	 of	 the	 transistors	 in	 both	 balanced	 paths	 and
switches	 off	 the	 biasing	 in	 a	 low-power	 path	 4-4′.	 In	 this	 case,	 the	 output	 powers	 from
both	 high-power	 balanced	 paths	 3-2′	 and	 2-3′	 are	 combined	 in	 the	 output	 quadrature
hybrid	 combiner	 and	 the	 low-power	 path	 is	 isolated	 from	 them,	 thus	 providing	 a	 high
efficiency	 at	 high	 output	 power.	 When	 all	 ports	 of	 a	 hybrid	 branch-line	 combiner	 are
matched,	the	incident	power	entering	the	input	port	1	is	divided	between	the	output	ports	2
and	3	with	a	phase	 shift	of	90°	between	 these	outputs	 and	no	power	 is	delivered	 to	 the
isolated	port	4.	In	a	low-power	mode,	the	bias	control	unit	switches	off	the	biasing	of	the
transistors	in	both	balanced	paths	and	provides	proper	biasing	for	a	low-power	amplifying
path.



FIGURE	9.34	Block	diagram	and	test	result	of	balanced	switched-path	MMIC	power
amplifier.



A	quadrature	hybrid	has	an	important	advantage	compared	to	the	in-phase	dividers	so
that,	at	equal	values	of	reflection	coefficients	from	the	loads	connected	to	the	output	ports
2	and	3,	the	reflected	wave	is	absent	at	the	input	port	1,	and	consequently	the	input	VSWR
of	a	quadrature	hybrid	does	not	depend	on	the	equal-load	mismatch	level.	In	this	case,	all
reflected	power	in	a	quadrature	divider	is	dissipated	in	a	50-Ω	ballast	resistor	connected	to
the	 isolated	 port	 4.	 Similarly,	 for	 a	 quadrature	 combiner,	 the	 reflected	waves	 from	 two
inputs	will	combine	and	flow	to	the	load.	As	a	result,	the	isolated	port	of	the	input	hybrid
becomes	 the	 input	 for	 a	 low-power	 amplifying	 path,	 whereas	 the	 isolated	 port	 of	 the
output	hybrid	operates	as	its	output	50-Ω	port.	Hence,	the	high	efficiency	at	lower	output
power	levels	can	be	achieved,	and	no	need	to	include	any	additional	switches	to	isolate	the
high-power	balanced	paths	and	low-power	path	from	each	other.

Practical	 results	 for	 high-efficiency	 linear	 multiband	 and	 multimode	 two-stage
balanced	 switched-path	 SiGe	 HBT	MMIC	 power	 amplifiers	 intended	 to	 operate	 across
DCS1800/PCS1900	and	WCDMA850/900/1900/2100	frequency	bands	had	demonstrated
the	PAE	≥	50%	at	maximum	output	power	and	PAE	≥	20%	at	backoff	output	power	of	16
dBm.	 For	 example,	 the	 saturated	 output	 power	 of	 31.5	 dBm	 was	 achieved	 with	 a
maximum	 PAE	 of	 58%	 at	 operating	 frequency	 of	 835	 MHz,	 whereas,	 for	 an	 average
WCDMA	power	of	28.5	dBm,	a	PAE	of	41.5%	was	measured.	 In	a	 low-power	mode	at
Pout	=	16	dBm	with	an	ACLR	 of	−34	dBc,	 the	 efficiency	 is	 increased	by	greater	 than	a
factor	of	2	reaching	20%	by	turning	off	the	bias	current	for	the	high-power	balanced	paths
and	turning	on	the	low-power	path,	as	shown	in	Fig.	9.34(b)	[100].

To	provide	an	efficient	 linear	power	amplifier	operation,	 it	 is	necessary	 to	minimize
the	 quiescent	 current	 at	 backoff	 output	 powers	 because	 maximum	 of	 the	 PDF	 for	 a
WCDMA	standard	occurs	at	an	output	power	of	about	25	dB	below	its	maximum	level.	As
a	 current-controlled	 device,	 the	 bipolar	 transistor	 at	 RF	 operation	 requires	 the	 dc	 base
driving	current,	whose	value	depends	on	 the	output	power	and	device	parameters.	From
technology	viewpoint,	because	 the	bipolar	device	 represents	a	parallel	connection	of	 the
basic	 cells,	 important	 issue	 is	 to	 use	 the	 ballasting	 series	 resistors	 to	 avoid	 the	 current
imbalance	and	possible	device	collapse	at	higher	current	density	levels.	The	basic	current-
mirror	and	emitter-follower	bias	circuits	can	provide	the	temperature	compensation	over	a
wide	range	of	ambient	temperatures,	with	very	small	reference	current	for	the	latter	case
[101].	 However,	 an	 adaptive	 bias	 circuit	 can	 additionally	 control	 the	 dc	 power
consumption	with	varying	output	power,	thus	greatly	improving	a	power-added	efficiency
when	the	output	power	is	low	and	maintaining	high	linearity	of	the	power	amplifier	when
its	output	power	is	high	[102].

9.6	Monolithic	HBT	and	CMOS	Power	Amplifiers
for	Handset	Applications

In	 monolithic	 microwave	 integrated	 circuit	 (MMIC)	 design,	 it	 is	 very	 important	 to
minimize	 the	 die	 area	 in	 order	 to	 reduce	 cost.	 However,	 the	 design	 of	 the	 high-power
monolithic	power	amplifiers	can	take	advantage	of	the	large	device	area,	which	is	a	large
gate	width	for	FET	(field-effect	transistor)	devices	or	emitter	area	for	bipolar	transistors,
available	on	 an	MMIC.	As	a	 result,	 the	 required	high	output	power	 level	 is	 realized	by



combining	 the	 elementary	 device	 cells.	 For	 example,	 it	 can	 be	 done	 by	 using	 a	 simple
parallel	connection,	as	shown	in	Fig.	9.35(a),	which	requires	too	long	device	structure,	or
by	using	the	transmission-line	divider	and	combiner,	as	shown	in	Fig.	9.35(b),	where	it	is
necessary	 to	 keep	 the	 same	 length	 to	 provide	 an	 in-phase	 operation	 of	 all	 device	 cells
requiring	 additional	MMIC	 space.	 The	 in-phase	 operation	 is	 very	 important	 for	 a	 high-
power	 device	 in	 terms	 of	 preventing	 excessive	 heating	 of	 any	 device	 cell,	 providing
maximum	 output	 power	 delivery	 to	 the	 load	 with	 higher	 efficiency.	 The	 latter	 is	 very
important	when	designing	 the	wireless	handset	 transmitter	where	 the	main	 requirements
are	to	provide	the	long-term	operation	and	low	cost.	Such	an	efficient	operation	condition
can	be	achieved	using	GaAs	HBT	transistors	having	low	on-saturation	resistance	rsat	and
high	transition	frequency	fT.	However,	in	this	case,	it	is	necessary	to	take	care	about	equal
current	 distribution	 through	 each	 HBT	 cell.	 Even	 small	 differences	 in	 cells	 or	 their
placement	can	cause	a	heating	imbalance,	which	can	lead	to	the	cell	failure	causing	at	the
same	time	a	chain	reaction	failure	of	the	other	cells.

FIGURE	9.35	Different	device	cell	connections	for	power	combining.

For	parallel	connection	of	the	device	cells	shown	in	Fig.	9.36(a),	this	problem	can	be
eliminated	by	using	the	segmented	capacitor	with	one	layer	connected	to	the	RF	input	and
the	 other	 segmented	 layer	 where	 individual	 segments	 are	 dc	 isolated	 and	 connected	 to
each	HBT	cell	base	 terminal,	as	shown	in	Fig.	9.36(b)	 [103].	To	provide	an	 identical	dc
current	density	for	each	cell,	the	series	base	resistors,	whose	values	are	optimized	over	a
wide	temperature	range,	are	connected	to	each	cell.



FIGURE	9.36	Parallel	on-chip	connection	of	device	cells.

However,	 when	 it	 is	 necessary	 to	 design	 a	 power	 amplifier	 with	 two	 or	 more
amplifying	 stages,	 it	 is	 necessary	 to	 arrange	 additional	 input	 and	 interstage	 matching
circuits,	 which	 can	 include	 several	 capacitors	 and	 inductors.	 Figure	 9.37	 shows	 the
electrical	schematic	of	a	two-stage	InGaP/GaAs	HBT	power	amplifier	MMIC	designed	to
operate	 in	a	wide	frequency	bandwidth	of	1.71	 to	1.98	MHz	[104].	Without	 any	 tuning,
this	power	amplifier	can	provide	PAE	≥	51%	and	Pout	≥	30	dBm	over	the	entire	frequency
range	at	saturation,	as	well	as	PAE	≥	38%	and	ACLR	≤	−37dBc	at	Pout	=	27	dBm	for	a
WCDMA	signal	in	a	frequency	bandwidth	of	1920	to	1980	MHz.	The	series	resistors	R1
and	 R2	 are	 required	 to	 provide	 the	 unconditionally	 stable	 (without	 any	 parasitic
oscillations)	operation	conditions.	The	input	matching	circuit	representing	a	high-pass	LC-
transformer	provides	an	input	VSWR	better	than	2:1	over	the	entire	frequency	range.	Using
two	high-pass	LC	matching	sections	in	the	interstage	matching	circuit	provides	broadband
operation	by	minimizing	the	impedance	sensitivity	to	its	parameter	variations.	In	this	case,
the	 first	 shunt	 inductor	 represents	 a	 series	 connection	 of	 the	 bondwire	 and	 short-length
transmission	line	TL1,	whereas	the	second	shunt	inductor	can	fully	be	represented	by	the
inductive	bondwire	shorted	outside	of	the	chip.	The	designed	load	network	approximates
the	parallel-circuit	Class	E	structure	(see	Fig.	7.58	in	Chap.	7),	which	 includes	 the	shunt
inductor	 consisting	 of	 the	 bondwire	 and	 short-length	 transmission	 line	 TL2	 (shunt
capacitance	 is	 fully	 represented	 by	 the	 device	 collector	 capacitance)	 and	 a	 two-section
low-pass	LC-transformer	with	 a	 series	 50-Ω	microstrip	 line	 (TL3	 +	TL4)	 and	 two	 shunt



chip	capacitors	C5	and	C6.	All	microstrip	lines	are	implemented	by	using	FR4	substrate.

FIGURE	9.37	Two-stage	InGaP/GaAs	HBT	power	amplifier	MMIC.

The	emitter	area	of	 the	HBT	 transistor	 is	 large	enough	 for	output	powers	of	1	W	or
greater.	In	order	to	minimize	the	MMIC	size,	it	makes	sense	to	split	the	overall	device	in
several	segments	(rows)	and	then	to	combine	them.	Usually	the	input	and	output	terminals
of	 the	 segments	 are	 connected	 in	parallel.	However,	 in	 this	 case,	 the	distances	 from	 the
segment	terminals	to	the	input	or	output	are	different	that	causes	some	phase	imbalance.
For	 output	 terminals,	 this	 problem	 is	 easily	 solved	 by	 using	 several	 bondwires	 from
different	segments	connected	in	parallel	to	off-chip	element	of	the	output	matching	circuit.
However,	for	input	segment	connection,	it	is	difficult	to	provide	the	same	phase	lengths,
because	 it	 is	 necessary	 to	 insert	 additional	 equal-length	 transmission	 lines	 directly	 on
MMIC.	Besides,	generally	 it	 is	 impossible	 to	use	 the	segmented	realization	of	 the	series
interstage	capacitor	(capacitor	C3	in	Fig.	9.37)	without	MMIC	size	extension,	because	 it
should	provide	the	equal	segments	connected	to	each	device	base.	However,	the	capacitor
profile	may	differ	from	square	form	and	the	output	terminal	of	the	device	from	previous
stage	can	be	located	sufficiently	far	from	the	device	of	the	output	stage.

Therefore,	an	alternative	approach	shown	in	Fig.	9.38(a)	is	to	connect	all	inputs	of	the
output	device	segments	directly	to	the	second	layer	of	the	interstage	capacitor	Cint	without
segmentation	(capacitor	C3	in	Fig.	9.37).	This	approach	allows	the	additional	transmission



lines	 to	be	eliminated	 (the	phase	difference	between	 the	most	 far-off	cells	 is	<	5°),	 thus
providing	 approximately	 equal	 input	 powers	 flowing	 into	 the	 output	 device	 cells	 and
significantly	minimizing	the	overall	MMIC	size.	The	interstage	 inductor	Lint	represented
by	the	bondwire	(inductor	L2	in	Fig.	9.37)	can	be	connected	to	any	point	of	the	first	layer
of	 the	 capacitor	Cint.	 The	 input	 shunt	 inductor	Lin	 is	 a	 typical	 spiral	 inductor	 of	 square
geometry	 having	 3.5	 turns.	 The	 overall	 die	 size	 of	 a	 two-stage	 power	 amplifier	MMIC
shown	 in	Fig.	 9.38(b)	was	 of	 0.9	 ×	 1.0	 μm2	 with	 emitter	 areas	 of	 the	 first	 and	 second
stages	equal	to	540	μm2	and	3600	μm2,	respectively.	Such	an	approach	can	be	applied	to
any	type	of	the	MMIC	power	amplifier.





FIGURE	9.38	Monolithic	implementation	of	two-stage	HBT	power	amplifier.

Implementation	 into	an	MCM	can	 reduce	 significantly	 the	overall	 size	of	 the	power
amplifier.	 For	 example,	 using	 a	 multilayer	 substrate	 consisting	 of	 three	 resin	 and	 four
conductor	 layers	having	thermal	via	holes	results	 in	 the	MCM	size	of	7	×	7	mm2	 [105].
All	 chip	 elements	 and	 RF	 lines	 were	 located	 on	 the	 top	 resin	 layer	 with	 a	 dielectric
constant	of	10.5.	The	dc	bias	voltage	was	supplied	through	the	third	conductor	layer.	An
HBT	cell	with	an	emitter	area	of	3	×	20	μm2	showed	a	dc	current	gain	of	about	150	at	a
collector	current	density	of	104	A/cm2	and	a	high	collector-emitter	breakdown	voltage	of
20	V.	A	 two-stage	InGaP/GaAs	HBT	power	amplifier	with	emitter	areas	of	 the	first	and
second	 devices	 of	 480	 μm2	 and	 2880	 μm2,	 respectively,	 exhibited	 WCDMA	 power
performance	with	a	PAE	of	46%	and	an	ACLR	of	−37	dBc	at	the	measured	output	power
of	26	dBm.	Using	SMT	components	(chip	capacitors)	of	 the	smallest	size	and	providing
more	compact	dc	and	RF	 routing	can	 reduce	 the	overall	MCM	size	 to	3	×	3	mm2	 for	a
dual-mode	WCDMA	power	amplifier	with	an	output	power	of	27.5	dBm	in	a	frequency
bandwidth	of	1920	to	1980	MHz	[106].

Figure	9.39	shows	the	circuit	schematic	of	a	 three-stage	GaAs	HBT	power	amplifier
module	operating	in	an	inverse	Class-F	mode	to	achieve	an	output	power	of	not	less	than
35	dBm	with	a	PAE	of	about	60%	in	a	 frequency	bandwidth	of	824	 to	915	MHz	[107].
Here,	 the	 third-harmonic	 short-circuit	 termination	 is	achieved	by	using	a	 third-harmonic
series	 resonant	circuit	composed	of	an	on-die	MIM	capacitor	and	a	grounded	bondwire,
and	the	reactance	of	these	two	elements,	the	collector	bondwires,	and	the	microstrip	bias
choke	 provide	 the	 second-harmonic	 open-circuit	 termination.	 The	 final	 two	 stages	 are
subject	 to	 a	high	 level	of	overdrive,	which	allows	 for	 an	 approximately	 constant	output
power	 under	 a	wide	 range	 of	 input	 power	 levels	 to	 achieve	 flat	 saturated	 output	 power
(within	0.2	dB)	and	high	efficiency	(within	2%)	across	the	required	frequency	bandwidth.
Because	the	frequency	bandwidth	is	not	very	wide	(about	10%),	each	interstage	matching
circuit	represents	a	single	high-pass	LC	matching	section	with	a	series	MIM	capacitor	and
a	shunt	 inductor	 (bondwire	 in	 the	second	stage	and	on-die	spiral	 inductor	 followed	by	a
bondwire	in	the	first	stage),	also	including	the	device	input	and	output	parasitic	reactances.
Stability	 of	 operation	 is	 provided	 by	 using	 a	 parallel	 RC	 feedback	 circuit	 in	 each
amplifying	stage.



FIGURE	9.39	Three-stage	GaAs	HBT	power	amplifier	MMIC.

Recent	progress	in	CMOS	technology	has	shown	their	promising	future	for	RF	power
applications.	Much	progress	has	been	achieved	at	the	research	and	technology	levels,	and
the	 obvious	 possibility	 to	 minimize	 cost	 and	 size	 of	 the	 integrated	 circuits	 for	 cellular
handset	 transmitters,	especially	power	amplifier	MMICs,	makes	CMOS	technology	very
feasible	 bringing	 considerable	 economic	 benefits.	 However,	 realizing	 high-efficiency
operation	of	CMOS	power	amplifiers	is	limited	by	some	technology	issues,	such	as	higher
value	of	the	device	saturation	resistance,	availability	of	TSVs	(through	silicon	vias),	low
value	of	breakdown	voltage,	and	lossy	silicon	substrate.	Therefore,	it	is	very	vital	to	apply
a	 high-efficiency	 technique	 into	 the	 design	 of	 new-generation	CMOS	power	 amplifiers.
For	 example,	 a	 900-MHz	 power	 amplifier	 based	 on	 a	 0.25-μm	CMOS	 technology	with
active	 die	 area	 of	 2	 ×	 2	 mm2,	 whose	 circuit	 schematic	 is	 shown	 in	 Fig.	 9.40(a),	 can
provide	an	output	power	of	0.9	W	and	a	PAE	of	41%	using	a	Class-E	load	network	with
shunt	capacitance	and	finite	dc-feed	inductance	[108].





FIGURE	9.40	Cascode	CMOS	Class-E	power	amplifiers	with	finite	dc-feed	inductance.

In	 this	case,	 to	minimize	the	voltage	stress	on	the	switching	transistor	and	maximize
the	allowable	supply	voltage,	the	cascode	connection	of	two	nMOS	devices	is	used,	which
allows	the	supply	voltage	to	be	as	high	as	1.8	V.	Because	a	cascode	switch	has	higher	on-
resistance	 per	 unit	 channel	 width	 than	 a	 single	 common-source	 switch	 during	 on-state
mode,	wider	devices	of	15-mm	gate	widths	are	used.	The	interstage	bondwire	inductor	of
2	nH	and	external	capacitor	are	used	to	resonate	out	 the	gate	capacitance	of	 the	cascode
device.	 Because	 the	 quality	 factor	 of	 the	 on-chip	 spiral	 inductors	 in	 a	 typical	 CMOS
technology	is	low	because	of	a	large	loss	in	the	silicon	substrate	and	thin	metal	layers,	the
bondwires	can	be	successfully	used	instead,	having	less	than	5%	of	inductance	variation
and	less	than	6%	of	Q-factor	change	as	a	result	of	machine-bonding	process.	As	a	result,
the	complete	power	amplifier	load	network	consists	of	two	aluminum	bondwire	inductors
and	one	on-chip	(37	pF)	and	two	off-chip	(20	pF	and	14	pF)	capacitors.	The	implemented
power	amplifier	 is	differential,	and	baluns	are	used	at	both	 input	and	output	 to	combine
two	 single-ended	 paths.	 In	 order	 to	 further	 increase	 the	 efficiency	 of	 the	CMOS	power
amplifier,	a	high-Q	integrated	passive	device	(IPD)	based	on	a	high-resistivity	substrate	to
implement	 an	 output	 matching	 network	 can	 be	 used,	 which	 also	 makes	 the	 power
amplifier	module	 easier	 to	manufacture.	 As	 a	 result,	 for	 an	 input	 power	 of	 0	 dBm,	 an
output	power	of	34.5	dBm	with	a	PAE	of	55%	was	achieved	in	a	low-frequency	band	of
824	to	915	MHz,	whereas	an	output	power	of	32.5	dBm	with	a	PAE	of	52%	was	measured
in	a	high-frequency	band	of	1.71	to	1.98	GHz	at	a	3.4-V	power	supply	[109].

The	 circuit	 schematic	 of	 a	 30-dBm	 Class-E	 power	 amplifier	 with	 a	 self-biasing
technique	 implemented	 in	 a	 65-nm	 CMOS	 technology	 is	 shown	 in	 Fig.	 9.40(b)	 [110].
Here,	 the	 final	 cascode	 stage	 is	 formed	 by	 a	 standard	 thin-oxide	 (18	 Å)	 device	 and	 a
dedicated	high-voltage	extended-drain	thick-oxide	(50Å)	device	(ED-NMOS),	which	has
an	offset	breakdown	voltage	of	15	V	and	operates	safely	up	to	at	least	10	V	in	the	on-state.
The	devices	measured	fT	and	fmax	exceed	30	GHz	and	50	GHz,	respectively,	enabling	its
usage	 at	 microwave	 frequencies	 up	 to	 5	 GHz.	 As	 a	 result,	 such	 a	 cascode	 topology
combines	 the	 fast	 switching	capability	of	 the	 thin-oxide	device	M1	 in	 a	 common-source
configuration	and	the	high	voltage	sustainability	of	the	thick-gate	M2	device	in	a	common-
gate	 configuration.	 Additionally,	 the	 device	 M1	 provides	 a	 high-gain	 capability	 and
presents	 lower	values	of	parasitic	capacitances	at	 the	input	of	 the	device	M2,	and	proper
choice	 of	 its	 width	 results	 in	 a	 better	 matching	 of	 its	 output	 impedance	 to	 the	 input
impedance	 of	 the	 common-gate	 device.	 The	 self-biased	 cascode	 configuration	 was
introduced	 to	optimally	divide	 the	voltage	swing	across	 the	common-gate	and	common-
source	devices	 so	as	 to	optimize	 the	 efficiency	 and	output	power	within	 the	breakdown
limits	 of	 the	 device.	 Because	 the	 linearity	 and	 efficiency	 degrade	 as	 the	 device	M2	 is
turned	 off	 at	 lower	 supply	 voltages	 Vdd,	 which	 is	 required	 for	 envelope	 tracking,	 the
resulting	poor	performance	can	be	restored	by	dc-biasing	 the	gate	of	 the	cascode	device
M2	 independently	with	 a	 fixed	 gate	 supply	 voltage	Vg	 and	 optimum	 values	 of	 the	 bias
resistors	R1,	R2,	and	R3,	so	that	the	transistor	is	always	turned	on.	To	operate	the	cascode
stage	 as	 a	 switch	 optimally,	 an	 inverter-based	 driver	 utilizing	 thin-oxide	 devices	with	 a
sufficient	driving	capability	and	an	input	impedance	of	50	Ω	to	minimize	the	return	loss



was	 used.	 By	 using	 an	 active	 load-pull	 measurement	 system	 for	 power	 amplifier
characterization,	a	PAE	over	60%	when	delivering	a	30-dBm	output	power	was	achieved
in	a	frequency	range	of	0.8	to	2	GHz	at	Vdd	=	5	V.

Figure	9.41	shows	the	circuit	schematic	of	a	Class-F	power	amplifier	implemented	in	a
0.2-μm	CMOS	technology	[111].	The	advantage	of	using	a	Class-F	operation	mode	 is	a
substantially	 less	 drain	 voltage	 peak	 factor	 compared	 with	 a	 Class-E	mode.	 This	 helps
overcome	 the	 problem	 of	 low	 oxide	 breakdown	 voltage	 limiting	 the	 maximum	 output
power	and	efficiency	of	the	CMOS	power	amplifier	because	of	the	lower	supply	voltage
required	 for	 the	 device	 protection.	 A	 Class-F	 operation	 is	 achieved	 by	 using	 a	 short-
circuited	 quarterwave	 transmission	 line,	 having	 low	 impedances	 at	 its	 input	 for	 even
harmonics,	and	a	 series	 resonant	circuit	 in	 the	 load	network,	having	high	 impedances	at
the	second	and	higher-order	harmonics.	In	a	cascode	configuration	of	the	final	stage,	the
thin-gate	device	M1	is	protected	by	a	thick-oxide	(80Å)	device	M2	with	no	threat	to	oxide
breakdown	under	supply	voltage	of	3	V.	Using	a	pMOS	device	M4	 as	an	 inverter	 in	 the
driver	 stage	eliminates	 the	problem	of	 the	negative	voltage	swing	across	 the	gate	of	 the
cascode	nMOS	device	M1,	thus	preventing	the	forward	biasing	of	its	drain	junction	diode.
Such	a	CMOS	Class-F	power	amplifier	was	able	to	deliver	a	maximum	output	power	of
1.5	W	with	a	PAE	of	43%	at	900	MHz.



FIGURE	9.41	Schematic	of	Class-F	power	amplifier	with	quarterwave	transmission	line.

Figure	9.42	shows	the	simplified	schematic	of	a	parallel	power	amplifier	architecture
implemented	 in	 a	 0.25-μm	 CMOS	 technology	 and	 intended	 to	 provide	 high	 operation
efficiency	 at	 backoff	 output	 power	 levels	 [112].	 This	 architecture	 uses	 three	 binary
weighted	 Class-F	 power	 amplifiers,	 whose	 output	 powers	 are	 combined	 in	 a	 power-
combining	 network	 using	 the	 quarterwave	 transmission	 lines	 loaded	 on	 the	 parallel
resonant	 circuit	 tuned	 to	 the	 fundamental.	 The	 capability	 to	 turn	 off	 completely	 each
individual	 power	 amplifier	 without	 interfering	 with	 the	 operation	 of	 other	 individual
power	amplifiers	is	provided	by	the	addition	of	pMOS	shorting	switches,	which	result	in
high	 impedance	 at	 the	 end	of	 the	 corresponding	 transmission	 line.	The	 power	 amplifier
architecture	operating	at	1.4	GHz	from	a	1.5-V	supply	occupies	an	active	die	size	of	0.43
mm2	 and	 achieves	 a	 PAE	 of	 49%	 at	 maximum	 output	 power	 of	 300	 mW,	 while
maintaining	a	PAE	greater	than	43%	over	a	lower	output	power	range	down	to	100	mW.
The	 transmission	 lines	 are	 implemented	 using	 PCB	 microstrip	 lines.	 On-chip



transmission-line	fabrication	 in	CMOS	technology	using	an	equivalent	LC	 ladder	circuit
makes	 it	 significantly	 shorter.	 For	 example,	 the	 frequency	 response	 of	 10	 LC	 ladder
sections,	 containing	 a	 series	 inductor	 and	 a	 shunt	 capacitor	 each,	 can	 approximate	 the
frequency	response	of	the	transmission	line	within	5%,	occupying	an	area	about	14	times
shorter.	 In	 this	 case,	 it	 is	 enough	 to	 use	 a	 spiral	 inductor	 to	 implement	 both	 series
inductance	and	shunt	capacitance,	which	can	be	obtained	with	the	bottom-plate	parasitic
capacitance	 of	 the	 spiral.	 However,	 the	 maximum	 PAE	 of	 the	 parallel	 on-chip	 power
amplifier	architecture	degrades	by	10	to	15%.



FIGURE	9.42	Class-F	parallel	power	amplifier	architecture.

To	 implement	 CMOS	 power	 amplifiers	 in	 modern	 communication	 systems	 using
GSM/EDGE,	 CDMA2000,	 or	 WCDMA/LTE	 signals	 with	 nonconstant	 envelope	 when



high	 linearity	 requirements	 need	 to	 be	 satisfied,	 some	 linearization	 techniques	 such	 as
envelope	tracking	or	DPD	can	be	used	to	obtain	simultaneously	highly	efficient	and	linear
operation	[113,	114].	Basically,	the	two	main	sources	of	CMOS	device	nonlinearity	are	the
nonlinear	behavior	of	 its	gate-source	capacitance	and	drain	current	source.	For	example,
for	 a	 0.6-μm	 CMOS	 technology,	 when	 the	 transistor	 turns	 on	 and	 off,	 the	 gate-source
capacitance	Cgs	changes	from	approximately	of	1	pF/mm	to	almost	of	0	pF/mm,	whereas
the	variation	of	the	gate-drain	capacitance	Cgd	is	negligible	[115].	This	nonlinearity	can	be
reduced	 by	 introducing	 a	 parallel	 inverse	 nonlinearity	 at	 the	 final	 stage	 of	 the	 CMOS
power	 amplifier	 through	 the	 use	 of	 a	 pMOS	device	 connected	 in	 parallel	 to	 the	 nMOS
device,	as	shown	in	Fig.	9.43.



FIGURE	9.43	Schematic	of	two-stage	Class-AB	power	amplifier.

In	 this	case,	no	matter	what	state	 the	 transistor	 is	 in,	 the	overall	 input	capacitance	 is
always	approximately	constant.	By	connecting	the	drain	and	source	of	the	pMOS	device
together,	 only	 capacitive	 current	 flows	 into	 the	 pMOS	 device.	 To	 minimize



intermodulation	distortion	due	 to	 the	nonlinear	current	 source,	 it	 is	necessary	 to	apply	a
gate	 bias	 voltage	 corresponding	 to	 the	 sweet	 spot	 where	 IM3	 is	 minimal.	 Note	 that,
because	of	 the	 specific	nonlinear	behavior	of	 the	device	 transfer	 function,	 there	are	 two
sweet	spots	where	IM3	is	minimal	[116].	The	first	sweet	spot	appears	because	of	the	turn-
on	 knee	 region	 contribution,	 whereas	 the	 second	 sweet	 spot	 close	 to	 the	 output	 power
compression	 point	 is	 due	 to	 the	 combined	 effect	 of	 the	 quadratic-to-linear	 and
compression	transitions	of	the	device	transfer	function.	To	keep	good	linearity,	the	driver
stage	can	be	used	in	a	Class-A	operation	mode.	As	a	result,	this	technique	was	capable	of
improving	 IM3	 by	 10	 dB	 and	 ACPR	 by	 6	 dB	 for	 the	 Class-AB	 power	 amplifier
implemented	 in	a	0.6-μm	CMOS	technology,	achieving	a	maximum	output	power	of	20
dBm	and	a	drain	efficiency	of	40%	at	the	operating	frequency	of	1.9	GHz	[115].

To	 obtain	 a	 high-efficiency	 and	 linear	 operation	 of	 the	CMOS	power	 amplifier	 at	 a
high	power,	 the	gate	of	 a	 common-source	device	 should	be	biased	 in	 a	deep	Class	AB.
However,	this	bias	mode	results	in	a	severe	nonlinear	behavior	near	turn-on	point,	thereby
generating	 the	 large	 IM3	 products	 in	 a	 low-power	 region.	 In	 this	 case,	 a	 linearity
improvement	without	a	significant	reduction	in	the	efficiency	can	be	achieved	by	using	a
signal	 envelope	 injection	 at	 the	 gate	 of	 a	 common-source	 device	 when	 the	 power
approaches	high	 levels,	which	occurs	only	during	 certain	 fractions	of	 the	 signal	 periods
[117].	To	generate	 the	 injecting	 signal,	 a	Class-D	envelope	amplifier	 is	used	 in	 the	bias
circuit,	whose	circuit	 schematic	 is	 shown	 in	Fig.	9.44(a).	Such	a	bias	circuit	consists	of
two	parts:	the	envelope	detector	of	the	input	signal	that	uses	an	nMOS	transistor	M1	with
an	RC	 network	 and	 an	 envelope	 amplifier.	When	 an	 increasing	 voltage	 envelope	 signal
enters	the	input	of	the	bias	circuit,	the	output	voltage	of	the	first	stage	decreases	from	VDD
to	a	lower	value,	and	the	pMOS	transistor	M2	begins	to	charge	the	output	node	from	the
initial	VBIAS	value	to	its	higher	value.	However,	when	the	input	envelope	signal	decreases,
the	VBIAS	is	decreased	to	a	lower	value.	The	injection	angle	and	the	shape	of	the	injection
signal	are	determined	by	the	size	ratio	of	the	pMOS	transistor	M2	and	nMOS	transistor	M3
in	 the	second	stage.	Because	the	total	width	of	 the	transistors	 in	 the	bias	circuit	 is	much
smaller	than	that	of	the	power	amplifier,	there	is	no	degradation	in	the	overall	efficiency.
To	minimize	the	sideband	asymmetry	and	second-order	nonlinear	components,	the	values
of	 the	 parallel	 resistor	 R2	 and	 capacitor	 C1	 in	 the	 bias	 circuit	 for	 the	 common-gate
transistor	 shown	 in	 Fig.	9.44(b)	were	 optimized	 to	 provide	 the	 optimum	 impedances	 at
low	frequencies	and	at	the	second	harmonic.





FIGURE	9.44	Schematic	of	differential	CMOS	power	amplifier	with	adaptive	bias	circuits.

Figure	9.44(c)	shows	the	complete	schematic	of	a	differential	CMOS	power	amplifier,
where	the	CMOS	chip	with	an	input	balun	is	 implemented	in	a	0.18-μm	CMOS	process
and	 the	 output	 differential	 transmission-line	 transformer	 with	 a	 matching	 capacitor	 is
completed	 using	 an	 IPD	 technology	 having	 a	 10-μm	 thick	 copper	 metal	 and	 high-
resistivity	 substrate.	 A	 feedback	 network	 with	 the	 series	 resistor	 (RF	 =	 140	 Ω)	 and
capacitor	(CF	=	1	pF)	is	used	between	the	drain	of	a	common-gate	device	to	the	gate	of	a
common-source	 device	 in	 each	 transistor	 pair	 to	 improve	 stability	 and	 linearity	 of	 the
CMOS	power	amplifier.	As	a	 result,	 for	 an	uplink	WCDMA	signal,	 an	output	power	of
26.8	dBm	with	a	PAE	of	43.3%	and	an	ACLR	of	−37	dBc	at	a	5-MHz	offset	at	a	dc-supply
voltage	of	3.5	V	was	achieved	at	1.75	GHz	[117].

In	another	adaptive	bias	circuit	implementation,	the	Class-D	envelope	amplifier	can	be
replaced	by	a	resistive	dividing	circuit	with	an	nMOS	resistor,	where	the	increased	nMOS
resistance	 for	 the	 increased	envelope	signal	 lowers	 the	bias	voltage	of	 the	common-gate
devices,	thus	improving	an	ACLR	by	about	7	dB	at	a	medium	power	region	and	by	2.5	dB
at	a	high	power	of	26.4	dBm	for	a	10-MHz	LTE	signal	with	a	PAR	of	7.5	dB	at	1.85	GHz
for	 a	 fully	 integrated	 differential	 cascode	 power	 amplifier	 based	 on	 a	 0.18-μm	 CMOS
process	 [118].	 Because	 these	 gate	 bias	 circuits	 generate	 memory	 effects,	 the	 second-
harmonic	 control	 circuits	 at	 the	 source	 of	 the	 common-source	 stage	 and	 the	 gate	 of	 the
common-gate	stage	can	be	used	to	minimize	the	sideband	asymmetry	for	ACLR	that	may
result	in	a	1.5-dB	difference	at	an	average	output	power	of	27.5	dBm	[119].

The	 gate	 oxide	 breakdown	 and	 hot-carrier	 effect	 are	 the	 two	most	 critical	 issues	 of
deep	submicron	CMOS	device	reliability.	For	example,	for	0.18-μm	and	0.25-μm	CMOS
technologies,	the	breakdown	voltages	are	of	about	5.7	V	and	6	V,	respectively	[120,	121].
For	a	thermally	grown	silicon	dioxide	(SiO2)	layer,	a	field	of	7	×	106	V/cm	generally	leads
to	 irreversible	 breakdown	 [122].	 Therefore,	 a	 safety	 margin	 should	 correspond	 to
approximately	6	V	across	a	30-nm	oxide.	The	electrical	 field	near	 the	corner	of	silicon-
silicon	dioxide	(Si-SiO2)	 interface,	where	the	drain	junction	is	directly	under	the	gate,	 is
the	largest	in	the	device	and	results	in	the	following	hot-carrier	effects:	electron	injection
into	 the	SiO2	 layer	producing	a	gate	current;	an	avalanche	hole-electron	pair	production
process,	 increasing	 the	 substrate	 potential	 and	 resulting	 in	 the	 built-in	 bipolar	 transistor
and	current	source	between	the	drain	and	substrate;	or	punchthrough	for	shortened	channel
lengths	 of	 less	 than	 1	 μm	 contributing	 to	 a	 drain-source	 leakage	 current	 [122,	 123].
Consequently,	for	high-efficiency	operation	modes	with	a	large	drain	voltage	peak	factor,
the	 device	 is	 liable	 to	 a	 hot-carrier	 effect	when	 it	 is	 turned	 off.	On	 the	 other	 hand,	 the
device	 is	 under	 significant	 gate	 oxide	 stress	 when	 it	 is	 turned	 on	 having	 a	 zero	 drain
voltage.	The	results	of	 the	accelerated	stress	condition	with	Vg	=	Vdd	=	5	V	applied	 to	a
0.18-μm	nMOS	device	demonstrate	the	significant	degradation	in	the	transition	frequency
fT,	 transconductance	gm,	 and	 third-order	 intermodulation	distortion	 IM3,	 and	drift	 of	 the
gate-source	capacitance	Cgs	 [120].	 If	 the	gate	breakdown	 is	a	catastrophic	phenomenon,
the	hot-carrier	effect	contributes	to	a	long-term	power	amplifier	performance.	Because	of
this	 hot-carrier	 effect,	 an	 output	 power	 of	 the	 CMOS	 power	 amplifier	 decreases
exponentially	and	the	slope	of	this	decrease	becomes	sufficiently	small	after	about	70	to



80	 hours	 of	 its	 operation,	 suggesting	 that	 most	 of	 the	 created	 trap	 sites	 at	 the	 Si-SiO2
interface	 have	 been	 filled	 by	 electrons.	 The	 recovery	 of	 the	 overall	 degradation	 in	 the
output	 power	 of	 about	 0.7	 dB	 from	 its	 nominal	 value	 of	 23.1	 dBm	can	be	 achieved	by
increasing	 the	 gate	 bias	 voltage	 by	 0.2	 V	 [121].	 This	 indicates	 that	 the	 performance
degradation	is	mainly	due	to	the	increase	in	threshold	voltage.

To	 overcome	 the	 low	 breakdown	 voltage	 limit	 of	CMOS	 devices	 and	minimize	 the
output	impedance	transformation	ratio	for	output	power	levels	ranging	from	26	to	35	dBm
required	 at	 the	 power	 amplifier	 output	 in	modern	 2/3/4G	 cellular	 phone	 transmitters,	 a
stacked-FET	 structure	 can	 be	 used,	 whose	 simplified	 circuit	 diagram	 is	 shown	 in	 Fig.
9.45(a)	 [124].	The	circuit	 is	composed	of	a	common-source	 input	 transistor	and	stacked
transistors	 connected	 in	 series	 so	 that	 their	 output	 swings	 are	 added	 in	 phase.	Here,	 all
transistors	are	of	equal	size	and	the	circuit	elements	are	designed	in	such	a	way	that	each
transistor	operates	under	the	same	dc	and	RF	conditions,	where	the	resistors	R1,	…,	RN+1
form	a	dc	bias	network	to	provide	proper	bias	to	the	series	connected	transistors.	Unlike	in
a	 cascode	 configuration	where	 the	 gate	 of	 the	 common-gate	 transistor	 is	 RF	 grounded,
relatively	 small	 external	 capacitancesC1,	…,	CN	 are	 introduced	 to	 allow	 the	 proper	 RF
swing	at	the	gate	of	each	stacked	transistor.	In	this	case,	the	input	and	output	impedances
for	the	same	total	device	size	are	N	times	and	N2	time	higher,	respectively,	than	that	for	a
parallel	configuration.	 In	addition,	 the	series	configuration	has	higher	gain	because	each
transistor	can	be	considered	an	amplifying	stage	followed	by	another	transistor,	where	the
inductances	L1,	…,	LN	are	the	matching	elements.





FIGURE	9.45	Circuit	schematics	of	stacked	CMOS	power	amplifiers.

Figure	 9.45(b)	 shows	 the	 circuit	 schematic	 of	 a	 single-stage	 stacked	 CMOS	 power
amplifier,	 which	 was	 designed	 to	 operate	 at	 1.9	 GHz	 using	 0.28-μm	 2.5-V	 devices
available	 in	 a	 0.13-μm	 silicon-on-insulator	 (SOI)	 CMOS	 process	 [125].	 Here,	 each
transistor	 has	 the	 total	 gate	 width	 of	 5	 mm	 so	 that	 the	 total	 device	 gate	 width	 in	 the
amplifier	 is	 20	 mm.	 To	 avoid	 the	 device	 breakdown,	 the	 drain-source	 voltage	 of	 each
transistor	was	 limited	 to	 4.5	V,	 allowing	 a	maximum	voltage	 swing	 of	 18	V	 at	 the	 top
drain	node	with	a	9-V	drain	bias.	The	external	capacitances	C2,	C3,	and	C4	are	9,	2.6,	and
2	pF,	 respectively,	 setting	 the	optimum	 load	 impedances	 seen	by	 each	 transistor.	 In	 this
case,	 the	 gate	 bias	 voltages	 of	 each	 stacked	 transistor	 are	 implemented	 by	 an	 off-chip
resistive	voltage	divider	and	applied	through	1-kΩ	on-chip	resistors.	The	parallel	feedback
circuit	 consisting	 of	 the	 series	 connected	 resistor	RF	 and	 capacitor	CF	 is	 introduced	 to
improve	 stability.	 The	 optimum	 load	 impedance	 is	 equal	 to	 11.5	 Ω,	 which	 can	 be
conveniently	 matched	 with	 50-Ω	 load	 over	 wide	 frequency	 bandwidth	 with	 high
efficiency.	 In	 this	 case,	 the	 input	 and	 output	 transmission-line	 matching	 networks	 are
implemented	off-chip	to	allow	opportunities	for	tuning	capability.	Special	consideration	is
needed	when	setting	the	gate	bias	voltages	of	the	stacked	devices	when	the	dc	current	is
determined	 by	 the	 common-source	 device	 increasing	 with	 the	 RF	 power	 level	 and	 the
source	 bias	 voltages	 of	 the	 stacked	 devices	 must	 decrease	 to	 accommodate	 higher	 dc
current.	 As	 a	 result,	 a	 saturated	 output	 power	 of	 32.4	 dBm	 with	 a	 PAE	 of	 47%	 was
achieved	at	1.9	GHz	with	a	6.5-V	supply.	For	an	uplink	WCDMA	modulated	signal,	an
average	output	power	of	28.5	dBm	with	a	PAE	of	38.7%	and	an	ACLR	of	−38	dBc	was
measured.	The	saturated	output	power	above	31	dBm	and	drain	efficiency	above	40%	are
maintained	 across	 the	 frequency	 bandwidth	 of	 1.71	 to	 1.98	 GHz.	 As	 an	 alternative,	 a
stacked	cascode	configuration	comprising	four	MOSFET	devices	can	be	used,	which	can
provide	an	output	power	of	29.4	dBm	at	a	maximum	PAE	of	51.2%	operating	from	3.4-V
supply	 at	 1.78	 GHz	 with	 an	 off-chip	 output	 matching	 circuit	 using	 grounded	 coplanar
waveguides	and	chip	capacitors	[126,	127].	In	this	case,	a	two-section	interstage	matching
network	 was	 used	 to	 achieve	 a	 wide	 bandwidth	 of	 greater	 than	 300	 MHz,	 where	 the
amplifier	shows	a	high	PAE	of	greater	than	45%.
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CHAPTER	10



T

High-Efficiency	Doherty	Power
Amplifiers

his	 chapter	 describes	 the	 historical	 aspect	 of	 the	 Doherty	 approach	 to	 the	 power
amplifier	 design	 and	 modern	 trends	 in	 Doherty	 amplifier	 design	 techniques	 using

multistage	and	asymmetric	multiway	architectures.	To	increase	efficiency	over	the	power-
backoff	 range,	 the	 switchmode	 Class-E,	 conventional	 Class-F,	 or	 inverse	 Class-F
operation	mode	 by	 controlling	 the	 second	 and	 third	 harmonics	 can	 be	 used	 in	 the	 load
network.	 The	 Doherty	 amplifier	 with	 a	 series	 connected	 load	 and	 inverted	 Doherty
architectures	are	also	described	and	discussed.	Finally,	examples	of	 the	 lumped	Doherty
amplifier	 implemented	 in	 monolithic	 microwave	 integrated	 circuits,	 digitally	 driven
Doherty	technique,	and	broadband	capability	of	the	two-stage	Doherty	amplifier	are	given.

10.1	Historical	Aspect	and	Conventional	Doherty
Architectures

A	new	power	amplifier	technique	for	amplitude-modulated	(AM)	radio-frequency	signals
was	 introduced	 by	 William	 H.	 Doherty	 in	 broadcasting	 in	 the	 mid-1930s	 as	 a	 more
efficient	 alternative	 to	 both	 conventional	 amplitude-modulation	 techniques	 and	 Chireix
outphasing	[1,	 2].	 This	 new	 technique	 achieves	 plate	 circuit	 efficiencies	 of	 up	 to	 60	 to
65%	independent	of	modulation	by	means	of	a	combined	action	of	 the	variation	of	 load
distribution	 of	 the	 vacuum	 tubes,	 and	 the	 variation	 of	 the	 circuit	 impedance	 over	 the
modulation	 cycle.	When	 Doherty	 joined	 the	 radio	 development	 department	 of	 the	 Bell
Telephone	Laboratories	in	June	1929,	he	was	engaged	in	the	development	of	high-power
radio	 transmitters	for	 transoceanic	radiotelephony	and	broadcasting.	As	a	result,	 in	1936
he	 invented	 a	 means	 to	 greatly	 improve	 the	 efficiency	 of	 radio-frequency	 power
amplifiers,	 quickly	 termed	 the	 “Doherty	 amplifier.”	 It	 was	 first	 used	 in	 a	 50-kW
transmitter	with	audio-frequency	feedback	providing	a	resulting	distortion	level	from	less
than	1%	at	lower	frequencies	to	a	few	percent	at	high	audio	frequencies.	In	this	case,	the
power	amplifier	was	operated	at	an	efficiency	of	60%	representing	a	reduction	of	nearly
one-	half	 in	 the	all-day	power	consumption	as	compared	with	 the	power	 required	 in	 the
conventional	 type	 of	 linear	 power	 amplifier	 operating	 at	 33%	 efficiency	 [3].	 The	 IRE
Morris	 Liebmann	 Memorial	 Award	 was	 voted	 to	 Doherty	 in	 May	 1937	 for	 his
improvement	 in	 the	 efficiency	 of	 radio-frequency	 power	 amplifiers	 [4].	 By	 1940,	 the
Doherty	amplifiers	had	been	incorporated	in	35	commercial	radio	stations	worldwide,	at
powers	up	to	50	kW.

In	 subsequent	 years,	 the	 Doherty	 amplifiers	 continued	 to	 be	 used	 in	 a	 number	 of
medium-	and	high-power	low-frequency	(LF)	and	medium-frequency	(MF)	vacuum-tube
AM	transmitters	 [5,	6].	 In	August	 1953,	 a	 1-MW	vacuum-tube	 transmitter	 in	which	 the
outputs	 of	 the	 two	 500-kW	 Doherty	 amplifiers	 were	 joined	 in	 a	 bridge-type	 combiner
began	regular	operation	in	the	long-wave	band	in	Europe.	The	Doherty	amplifiers	had	also



been	considered	for	use	in	solid-state	MF	and	high-frequency	(HF)	systems,	as	well	as	in
high-power	 ultra–high-frequency	 (UHF)	 transmitters	 [–9].	The	 practical	 implementation
of	a	classic	triode-based	Doherty	scheme	was	restricted	by	its	substantial	nonlinearity	for
both	 linear	 amplification	 of	 AM	 signals	 and	 grid-type	 signal	 modulation	 that	 required
complicated	envelope	correction	and	feedback	linearization	circuits.	At	the	same	time,	the
Doherty	 amplifiers	 using	 tetrode	 transmitting	 tubes	 could	 improve	 their	 overall
performance	when	the	modulation	was	applied	to	the	screen	grids	of	both	the	carrier	and
peaking	tubes,	while	the	control	grids	of	both	tubes	are	fed	by	an	essentially	constant	level
of	RF	excitation	[10].	This	 resulted	 in	 the	peaking	 tube	being	modulated	upward	during
positive	 half	 of	 the	 modulating	 cycle	 and	 the	 carrier	 tube	 being	 modulated	 downward
during	negative	half	of	the	modulating	cycle.

The	Doherty	amplifier	still	remains	in	use	in	very	high-power	AM	transmitters,	but	for
lower-power	 AM	 transmitters,	 vacuum-tube	 amplifiers	 in	 general	 were	 eclipsed	 in	 the
1980s	 by	 solid-state	 power	 amplifiers	 due	 to	 their	 advantages	 of	 smaller	 size	 and	 cost,
lower	operating	voltages,	higher	reliability	and	greater	physical	ruggedness,	 insensitivity
to	mechanical	shock	and	vibration,	and	possibility	 to	use	fully	automated	manufacturing
processes	and	high	level	of	integration.	However,	the	transistor	(bipolar	or	field-effect)	as
a	 three-electrode	 solid-state	 device	 is	 characterized	 by	 significant	 nonlinearity	 of	 its
transfer	 characteristic	 and	 intrinsic	 capacitances	 that	 requires	 complicated	 linearization
schemes,	 which	 was	 difficult	 to	 realize	 in	 analog	 domain	 at	 that	 time.	 Interest	 in	 the
Doherty	 configuration	 has	 been	 later	 revived	 due	 to	 significant	 progress	 in	 radio
communication	systems	based	on	complex	digital	modulation	schemes	such	as	WiMAX	in
OFDM	(orthogonal	frequency	division	multiplexing)	systems,	CDMA2000,	WCDMA	or
LTE	(long-term	evolution)	enhancement	to	the	UMTS	wireless	standard,	where	the	sum	of
several	 constant-envelope	 signals	 creates	 an	 aggregate	 AM	 signal	 with	 high	 peak-to-
average	 ratio	 (PAR)	 and	 digital	 linearization	 techniques	 can	 be	 applied	 to	 reduce	 the
Doherty	amplifier	distortion.	Recently,	Doherty	amplifiers	of	different	architectures	have
found	 widespread	 application	 in	 cellular	 base	 station	 transmitters	 operating	 at	 GHz
frequencies.

10.1.1	Basic	Structures
Generally,	a	Doherty	amplifier	 system	combines	 the	outputs	of	 two	 (or	more)	 linear	RF
power	amplifiers	(PAs)	through	an	impedance-inverting	network	composed	of	the	lumped
elements	or	represented	by	a	quarterwave	transmission	line.	The	two	fundamental	forms
of	 the	 Doherty	 amplifier	 are	 shown	 in	 Fig.	 10.1,	 with	 a	 shunt	 connected	 load	 in	 Fig.
10.1(a)	and	with	a	series	connected	load	in	Fig.	10.1(b)	[2].	In	 the	former	case,	 the	 load
impedance	used	is	RL	=	R/2,	which	is	the	same	as	would	be	used	if	the	tubes	were	to	be
connected	 in	 parallel	 in	 the	 conventional	 type	 of	 power	 amplifier,	 where	R	 is	 the	 load
impedance	seen	by	each	tube	at	maximum	output	power.	In	the	latter	case,	as	long	as	the
right-hand	or	peaking	 tube	does	not	 conduct,	 the	 impedance-inverting	network	provides
zero	 impedance	 being	 terminated	 as	 open	 circuit,	 and	 the	 left-hand	 or	 carrier	 tube
operates	into	a	load	impedance	RL	=	2R.	However,	when	the	peaking	tube	is	permitted	to
conduct,	 each	 tube	 is	 operating	 into	 the	 impedance	 R	 at	 the	 peak	 of	 modulation	 and
delivering	 twice	 the	 carrier	 power	 (or	 power	of	 the	 transmitted	unmodulated	 signal),	 so



that	 the	 total	 instantaneous	output	 is	 the	 required	value	of	 four	 times	 the	 carrier	 power.
The	 shunt	 connection	 appears	 to	 be	more	 advantageous	 for	 most	 practical	 applications
because	 the	 load	circuit	 is	grounded,	while	 the	 load	 is	neither	grounded	nor	balanced	 to
ground	in	the	series	arrangement.





FIGURE	10.1	Doherty	fundamental	load-network	structures	and	their	ideal	voltage	and
current	behavior.

The	 ideal	anode	voltage	and	current	behavior	 in	 the	carrier	and	peaking	 tubes	as	 the
amplitude	of	 the	grid	 excitation	 is	 varied	 is	 shown	 in	Fig.	10.1(c).	Here,	 for	 the	 classic
Doherty	amplifier	with	equal-power	tubes,	the	transition	voltage	is	half	the	peak-envelope
point	 (PEP),	and	 the	 total	output	power	of	 the	amplifier	comes	from	the	carrier	 tube	for
input	 amplitudes	 less	 than	 or	 equal	 to	 the	 transition	 point.	 The	 region	 between	 the
transition-point	and	PEP	values	represents	the	load	modulation	region	and	the	voltage	on
the	carrier	tube	remains	constant	at	the	PEP	level.	At	the	same	time,	the	voltage	across	the
peaking	 tube	continues	 to	 rise	 linearly,	with	 its	 current	commencing	and	 rising	 twice	as
fast	as	the	current	in	the	carrier	tube	in	order	to	reach	its	PEP	value	at	maximum	output
power.	Thus,	at	 low	output	power	levels,	 the	carrier	amplifier	operates	linearly,	reaching
saturation	 that	 corresponds	 to	maximum	efficiency	at	 some	 transition	voltage	below	 the
system	peak-output	voltage.	However,	at	higher	output	power	levels,	the	carrier	amplifier
remains	saturated	while	the	peaking	amplifier	operates	linearly.

The	 corresponding	 shapes	 of	 the	 envelopes	 of	 anode	 current	 and	 voltages	 during
complete	 load	 variation	 are	 shown	 in	 Fig.	 10.2	 [2].	 In	 a	 simple	 case	 of	 a	 sinusoidal
modulating	signal	vm(t)	=	VmcosΩt,	where	Vm	 is	 the	modulating	amplitude	and	Ω	is	 the
modulating	frequency,	the	average	output	power	Pavr	for	the	modulated	signal	with	a	time-
varying	amplitude	V	=	V0	+	vm(t)	=	V0(1	+	mcosΩt),	where	V0	is	the	carrier	amplitude	and
m	=	Vm/V0	is	the	modulation	index,	can	be	found	as





FIGURE	10.2	Envelopes	of	anode	currents	and	voltages	during	load	variation.

where	P0	=	V02/2RL	is	the	carrier	power	without	modulation	and	m	denotes	the	ratio	of	the
variation	 of	 the	 modulated	 carrier	 amplitude	 to	 the	 unmodulated	 carrier	 amplitude.
Because	the	average	anode	current	in	the	carrier	amplifier	remains	constant	for	all	cycle	of
load	 variation	 but	 the	 duration	 of	 anode	 current	 in	 the	 peaking	 amplifier	 increases
gradually	with	the	amplitude,	the	average	efficiency	through	the	modulation	cycle	is	then
found	to	be

where	η0	is	the	efficiency	for	zero	modulation	and	q	is	the	variable	factor	that	ranges	from
about	0.7	for	zero	modulation	to	0.93	for	full	modulation	[1].

Figure	10.3(a)	shows	the	Doherty	amplifier	schematic,	where	the	anodes	of	the	carrier
and	 peaking	 tubes	 are	 connected	 together	 by	 a	 π-type	 90°	 lumped	 network,	 which
introduces	a	lagging	phase	shift	of	90°	from	the	anode	of	the	carrier	tube	to	the	anode	of
the	 peaking	 tube	 [2,	 10].	 Such	 a	 90°	 lumped	 network	 is	 used	 due	 to	 its	 impedance-
inverting	characteristics.	This	means	that	if	the	terminating	impedance	at	the	point	in	the
network	where	the	peaking	tube	is	located	is	reduced,	the	impedance	seen	by	the	carrier
tube	will	 increase.	 In	 this	 case,	 because	 the	 load	network	of	 the	 high-power	 transmitter
was	approximately	of	35	Ω,	the	90°	lumped	network	was	set	to	provide	an	impedance	at
the	carrier	tube	of	about	140	Ω.	As	a	result,	the	series	inductance	and	two	shunt	capacitors
are	 each	 selected	 to	have	 a	 reactance	 equal	 to	 	To	 compensate	 for	 the
output	phase	shift	of	90°,	 the	 input	 to	 the	grid	of	 the	peaking	 tube	 is	delayed	by	90°	by
similar	means.	If	 the	 input	excitation	is	applied	to	 the	grid	of	 the	peaking	tube,	a	π-type
lumped	 network	 consisting	 of	 the	 series	 capacitor	 and	 two	 shunt	 inductances	 is	 added
between	the	grids	of	the	carrier	and	peaking	tubes	to	compensate	for	the	output	phase	shift
of	90°,	as	shown	in	Fig.	10.3(b).





FIGURE	10.3	Doherty	amplifier	basic	schematics	with	lumped	elements.

The	 simplified	 two-stage	 transmission-line	 Doherty	 power-amplifier	 architecture
shown	in	Fig.	10.4(a)	incorporates	the	carrier	and	peaking	power	amplifiers,	separated	by
a	quarterwave	 transmission	 line	 in	 the	 carrier	 amplifier	path	 [11,	12].	Such	 a	 section	of
line,	known	as	a	quarterwave	transformer,	has	the	ability	to	invert	impedances	according
to





FIGURE	10.4	Doherty	amplifier	architecture	with	quarterwave	lines	and	collector
efficiencies.

where	Z0	 is	 the	 characteristic	 impedance	 of	 the	 transmission	 line.	 This	 property	 can	 be
seen	more	clearly	by	rewriting	Eq.	(10.3)	as

from	which	 it	 follows	 that	 the	output	 impedance	Zout	 increases	 inversely	with	 the	 input
impedance	 Zin	 for	 constant	 Z0.	 The	 quarterwave	 transmission	 line	 at	 the	 input	 of	 the
peaking	 amplifier	 is	 required	 to	 compensate	 for	 the	 90°	 phase	 shift	 caused	 by	 the
quarterwave	 transmission	 line	 at	 the	 output	 of	 the	 carrier	 amplifier.	 The	 output
quarterwave	 line	 with	 	 is	 required	 to	 match	 the	 standard	 load
impedance	 of	 50	Ω	when	 both	 carrier	 and	 peaking	 amplifiers	 deliver	maximum	power,
each	of	which	designed	in	a	50-Ω	environment.

An	input	drive	controller	is	used	to	turn	on	the	peaking	amplifier	(bias	control)	when
the	carrier	 amplifier	 starts	 to	 saturate	because	 it	 is	 assumed	 that	 the	carrier	 and	peaking
amplifiers	are	biased	 in	Class	B	for	 idealized	system	analysis.	However,	 in	practice,	 the
carrier	amplifier	is	biased	in	a	Class-B	mode,	whereas	the	peaking	amplifier	is	biased	in	a
Class-C	 mode.	 At	 a	 backoff	 power	 level	 of	 −6	 dB,	 the	 saturated	 output	 power	 of	 the
carrier	amplifier	is	four	times	lower	than	the	peak	output	power	PPEP.	This	indicates	that
its	collector	(or	drain)	efficiency,	when	operated	in	an	ideal	Class-B	mode,	is	twice	than
that	 of	 a	 conventional	 Class-B	 power	 amplifier,	 achieving	 a	 maximum	 efficiency	 of
78.5%,	as	shown	in	Fig.	10.4(b).

10.1.2	Operation	Principle
The	 basic	 operation	 principle	 of	 a	 conventional	 Doherty	 power-amplifier	 architecture
shown	in	Fig.	10.5(a)	can	be	analyzed	for	 low,	medium,	and	peak	output	power	regions
separately	[12].	Figure	10.5(b)	shows	the	current	and	voltage	behavior	for	ideal	transistors
and	lossless	matching	circuits,	where	VL	is	the	load	voltage	and	IL	is	the	load	current.	The
condition	of	power	conservation	for	a	lossless	output	transmission	line	results	in





FIGURE	10.5	Basic	two-stage	Doherty	amplifier	architecture	and	its	operation	principle.

while	the	current	division	ratio	β	is	defined	by

As	a	 result,	 the	overall	 output	power	Pout	 is	 the	 sum	of	 the	 carrier	 (main)	 amplifier
output	power	P1	=	βPout	and	peaking	(auxiliary)	amplifier	output	power	P2	=	(1	−	β)Pout.
The	impedance	seen	at	the	output	of	the	transmission	line	in	the	carrier-amplifier	path	is

and	the	impedance	seen	by	the	peaking	power	amplifier	is

At	peak	output	power	PPEP	when	both	carrier	and	peaking	amplifiers	are	saturated,	the
resultant	 collector	 efficiency	 is	 equal	 to	 the	maximum	 achievable	 efficiency	 η	 =	 π/4	 ≈
78.5%	 for	 an	 ideal	 Class-B	 operation.	 For	 the	 conventional	 Doherty	 power-amplifier
architecture	shown	in	Fig.	10.5(a)	with	the	current	and	power	division	ratios	β	=	α	=	0.5,
respectively,	when	both	carrier	and	peaking	amplifiers	produce	equal	output	powers,	their
load	impedances	are	equal	to	R1	=	R3	=	R2	=	Z2	=	2Z12/RL.	If	the	characteristic	impedance
of	the	output	transmission	line	is	chosen	to	be	Z1	=	35	Ω,	then	R1	=	R3	=	R2	=	Z2	=	RL	=	50
Ω.

At	 lower	 power	 levels	 in	 a	 low-drive	 region,	 the	 peaking	 amplifier	 is	 turned	 off
because	 the	 instantaneous	 amplitude	 of	 the	 input	 signal	 is	 insufficient	 to	 overcome	 the
negative	 Class-C	 bias	 and	 appears	 as	 an	 open	 circuit,	 whereas	 the	 carrier	 amplifier
operates	in	the	active	region.	In	this	case,	the	load	impedance	seen	by	the	carrier	amplifier
is

resulting	in	R1	=	2RL	=	100	Ω	when	Z1	=	35	Ω	and	Z2	=	RL	=	50	Ω.	Because	the	output
power	of	the	carrier	amplifier	in	saturation	is	four	times	less	than	the	peak	output	power
PPEP	 ,	 the	 collector	 efficiency	of	 the	 carrier	 amplifier	 in	 an	 ideal	Class-B	mode	will	 be
twice	than	that	of	a	conventional	Class-B	power	amplifier,	achieving	maximum	of	78.5%
at	backoff	power	level	of	−6	dB,	as	shown	in	Fig.	10.4(b).

At	medium	power	levels	in	a	load-modulation	region,	the	carrier	amplifier	is	saturated,
whereas	the	peaking	amplifier	is	turned	on	and	operates	in	the	active	region.	Because	the
output	voltage	of	 the	carrier	amplifier	V1	=	 I1R1	 is	 constant	under	 saturation	 conditions,
from	Eq.	 (10.5)	 it	 follows	 that	 the	current	 I3	 is	constant	 in	 the	medium	power	 region	as
well.	 The	 collector	 efficiency	 of	 the	 carrier	 amplifier	 remains	 at	 its	 maximum	 value,



whereas	 the	 collector	 efficiency	 of	 the	 peaking	 amplifier	 increases	 up	 to	 its	 maximum
value	for	Class-B	operation	at	peak	output	power	PPEP.	As	a	result,	the	Doherty	amplifier
architecture	achieves	maximum	efficiency	at	both	the	transition	−6	dB	backoff	point	and
the	peak	output	power,	and	remains	relatively	high	in	between,	as	seen	from	Fig.	10.4(b).

For	 high-quality	 transmission,	 it	 is	 important	 to	 obtain	 in	 vacuum-tube	 power
amplifiers	a	 linear	 relation	between	grid	exciting	voltage	and	output	anode	voltage.	The
high	impedance	used	for	the	carrier	tube	over	the	lower	half	of	the	modulation	envelope
causes	 the	 dynamic	 characteristic	 to	 be	 quite	 straight	 in	 this	 region.	 To	 obtain	 linearity
from	 the	 point	where	 curvature	 begins	 on	 the	 carrier	 tube,	 up	 to	 point	 representing	 the
peaks	 of	 modulation,	 is	 a	 matter	 involving	 both	 the	 point,	 at	 which	 the	 peaking	 tubes
comes	 into	 operation,	 and	 the	 rate,	 at	 which	 its	 contribution	 increases	 with	 drive.	 For
securing	a	satisfactory	adjustment,	there	are	two	variables:	the	bias	on	the	carrier	tube	and
the	amplitude	of	the	excitation	on	this	tube,	whose	careful	selection	may	allow	the	power
amplifier	 to	operate	with	 low	distortion	[2].	Besides,	 in	a	 low-power	region,	 linearity	of
the	Doherty	amplifier	is	entirely	determined	by	the	carrier	amplifier	that	should	be	highly
linear	even	 though	 the	 load	 impedance	 is	high.	 In	a	high-power	 region,	 linearity	can	be
improved	 by	 the	 harmonic	 cancellation	 from	 the	 carrier	 and	 peaking	 amplifiers	 using
appropriate	 gate	 bias	 voltages.	 For	 example,	 in	 terms	 of	 gain	 characteristics	 of	 each
amplifier	using	LDMOSFET	devices,	a	late	gain	expansion	of	the	Class-C	biased	peaking
amplifier	compensates	the	gain	compression	of	the	Class-AB	biased	carrier	amplifier,	thus
improving	the	third-order	intermodulation	(IM3)	level	[13].

In	 the	mid-1990s,	 it	was	 found	 that	 by	 using	 existing	microwave	 design	 techniques
and	 implementing	 a	 few	 modifications,	 a	 microwave	 version	 of	 the	 Doherty	 amplifier
could	 be	 realized	 [14].	 In	 this	 case,	 an	 efficiency	 of	 61%	 was	 achieved	 at	 1-dB	 gain
compression	point	and	this	level	of	efficiency	was	maintained	through	a	5.5-dB	reduction
in	output	power	at	an	operating	frequency	of	1.37	GHz.	A	few	years	later,	a	possibility	to
achieve	 a	 high-efficiency	 performance	 of	 the	 microwave	 monolithic	 Doherty	 amplifier
was	demonstrated	in	the	Ku-band	and	K-band	frequencies	using	pHEMT	and	InP	DHBT
technologies	[15,	16].	The	first	fully	integrated	Doherty	amplifier	MMIC	with	a	chip	size
of	2	mm2	operating	in	a	frequency	range	of	38	to	46	GHz	was	developed	using	a	0.15-μm
GaAs	 HEMT	 process	 [17].	 By	 using	 modern	 high-voltage	 HBT	 and	 GaN	 HEMT
technologies,	a	high	average	efficiency	greater	than	50%	can	be	achieved	for	multicarrier
WCDMA	signals	using	a	high-power	two-way	symmetrical	Doherty	amplifier	[18,	19].

10.1.3	Offset	Lines
At	high	frequencies,	it	is	necessary	to	take	into	account	that	the	transistor	input	impedance
is	varied	with	bias	voltage	and	that	the	transistor	output	reactance	should	be	compensated
to	 provide	 the	 required	 open-circuit	 condition	 by	 using	 so-called	 offset	 lines	 with
optimized	electrical	lengths	[13,	20].	Figure	10.6	shows	the	basic	schematic	diagram	of	a
fully	 matched	 microwave	 Doherty	 amplifier	 with	 offset	 lines	 in	 the	 output	 circuit	 and
phase-compensating	 circuits	 in	 the	 input	 circuit	 required	 to	 reduce	 amplitude
modulation/phase	 modulation	 (AM/PM)	 variations	 because	 the	 output	 power	 level	 can
change	significantly	with	phase	variations	between	carrier	and	peaking	paths	[20,	21].	At



high	frequencies,	it	is	enough	to	use	an	input	phase-compensating	transmission	line	(offset
line)	at	the	input	of	the	peaking	amplifier.	Because	of	different	biasing	of	the	carrier	(Class
AB)	and	peaking	(Class	C)	amplifiers,	an	offset	line	at	the	input	of	the	peaking	amplifier
can	 be	 used	 to	 optimize	 linearity	 and	 efficiency	 for	 multicarrier	 applications	 [22].	 To
closer	 approximate	 ideal	 Doherty	 amplifier	 performance,	 an	 adaptive	 power-dependent
input	power	distribution	between	the	carrier	and	peaking	amplifier	can	be	provided	so	as
to	deliver	more	power	to	the	carrier	amplifier	in	the	low-power	region	and	to	the	peaking
amplifier	in	the	high-power	region,	which	can	result	in	a	linearity	improvement	of	5	to	7
dB	over	a	wide	range	of	output	powers	and	an	increased	efficiency	up	to	5%	for	WCDMA
signals	at	2.4	GHz	[23].

FIGURE	10.6	Block	diagram	of	microstrip	LDMOSFET	Doherty	amplifier.

The	 additional	 offset	 lines	 with	 the	 characteristic	 impedance	 of	 50	 Ω	 and	 fixed
electrical	 lengths	θ	 are	 connected	 after	 the	matching	 circuits	 of	 the	 carrier	 and	 peaking
amplifiers,	as	shown	in	Fig.	10.7(a).	In	a	low-power	region,	the	phase	adjustments	of	the
offset	lines	cause	the	peaking	amplifier	to	be	open-circuited	and	the	load	impedance	seen
by	the	carrier	amplifier	is	doubled	to	100	Ω	due	to	an	impedance-transforming	property	of
a	50-Ω	quarterwave	transmission	 line,	assuming	that	 the	matching	circuit	 in	conjunction
with	 offset	 line	 provides	 the	 required	 impedance	 transformation	 to	 the	 optimum	 high
impedance	Zopt	 seen	 by	 the	 device	 output	 at	 the	 6-dB	 power	 backoff,	 as	 shown	 in	 Fig.
10.7(b).	At	the	same	time,	the	offset	line	of	the	peaking	amplifier	is	adjusted	to	provide	a
high	impedance	(ideally	infinite)	from	the	matching-circuit	impedance	Zmatch_off	so	that	it
prevents	power	 leakage	to	 the	peaking	path	when	the	peaking	transistor	 is	 turned	off.	 In
real	device,	the	effect	of	the	knee	voltage	should	be	considered	due	to	nonzero	value	of	the
device	 on-resistance,	 which	 may	 be	 smaller	 or	 larger	 depending	 on	 the	 transistor
implementation	technology.	To	maximize	efficiency	at	the	6-dB	backoff	power,	the	carrier
amplifier	with	nonzero	knee	voltage	should	have	a	load	impedance	larger	than	100	Ω,	or



larger	than	2Z0	if	Z0	≠	50	Ω,	otherwise	the	carrier	amplifier	does	not	reach	the	saturation
region	where	maximum	efficiency	can	be	achieved	[24].	In	this	case,	the	offset-line	length
θc	of	 the	carrier	amplifier	 is	optimized	 to	 increase	 the	 load	 impedance,	while	 the	offset-
line	length	θp	of	the	peaking	amplifier	is	adjusted	to	block	the	output-power	leakage,	and
the	phase-compensating	line	with	electrical	length	of	90°	+	(θc	−	θp)	is	used	at	the	input	of
the	peaking	amplifier.





FIGURE	10.7	Load-network	schematic	and	impedances.

10.1.4	Linearity
Generally,	 the	 nonideal	 power	 gain	 and	 phase	 performance	 in	 a	 high-power	 nonlinear
region	can	cause	a	significant	linearity	problem	for	transmitting	signals	with	nonconstant
envelope	 in	 wireless	 communication	 transmitters.	 To	 solve	 this	 problem,	 an	 improved
Doherty	 amplifier	 architecture	 can	 be	 used	 by	 using	 an	 envelope	 tracking	 technique	 to
control	the	gate	bias	voltage	of	the	peaking	amplifier	in	accordance	with	the	input	signal
envelope.	Such	an	approach	can	also	provide	a	higher	efficiency	with	a	lower	bias	voltage
for	 higher	 output	 powers.	 This	 ensures	 both	 high	 efficiency	 and	 good	 linearity
requirements	over	a	wide	range	of	output	powers.	Figure	10.8(a)	shows	the	block	diagram
of	 a	 2.14-GHz	 LDMOSFET	 microstrip	 Doherty	 power	 amplifier	 for	 WCDMA
applications	with	adaptive	gate	bias	control	[25].	For	the	same	average	output	powers	of
32.7	dBm,	such	a	two-stage	Doherty	power	amplifier	demonstrates	an	improvement	in	a
PAE	 of	 15.2%	 at	 an	ACLR	 of	 −30	 dBc	 compared	 to	 its	 Class-AB	 counterpart.	 This	 is
because	the	quiescent	current	in	a	Doherty	architecture	is	maintained	constant	only	for	the
carrier	amplifier,	whereas	the	bias	point	of	the	peaking	amplifier	is	varied	according	to	the
input	 signal	 envelope.	 However,	 it	 should	 be	 noted	 that	 the	 wider	 the	 modulation
bandwidth	of	the	transmitting	signal,	the	more	problematic	to	implement	such	a	technique
is	in	practice	to	achieve	significant	linearity	improvement.





FIGURE	10.8	Block	diagrams	of	Doherty	amplifier	architectures	with	adaptive	control.

The	 linearity	 of	 the	 power	 amplifier	 can	 be	 improved	 by	 using	 a	 digital	 signal
processing	to	provide	more	accurate	gate-bias	control	alongside	with	digital	predistortion
(DPD)	needed	 for	 the	 simultaneous	correction	of	 the	gain	and	phase	characteristics	 in	a
high-power	 region.	 Figure	 8(b)	 shows	 the	 block	 schematic	 of	 an	 840-MHz	 MESFET
Doherty	power	amplifier	for	CDMA	applications	with	the	digital	signal	processor	(DSP)
implemented	externally	on	a	board	controlled	by	a	personal	computer	 [26].	 In	 this	case,
the	DSP	generates	both	 the	baseband	 in-phase	 (I)	and	quadrature	 (Q)	 signals,	which	are
upconverted	 to	 form	 an	 RF	 signal	 using	 the	 quadrature	 modulator.	 The	 DSP	 unit	 also
generates	the	voltage	signal	Vg2,	which	is	applied	to	the	peaking	amplifier	as	the	gate	bias.
This	 results	 in	 an	 efficiency	 improvement	 by	 the	 dynamic	 gate	 biasing	 of	 the	 peaking
amplifier	according	 to	 the	 instantaneous	envelope	of	 the	 input	 signal.	At	 the	same	 time,
the	phase	performance	is	corrected	by	the	phase	predistortion	at	baseband	level	based	on
the	dynamic	gate	bias-voltage	values	from	the	gain	correction,	thus	resulting	in	a	linearity
improvement.	An	overall	improvement	of	PAE	from	3	to	5%	and	an	ACPR	of	about	10	dB
at	an	average	output	power	of	23	dBm	can	be	achieved	by	using	such	a	DSP	technique.
Besides,	a	simple	bias-switching	technique	can	be	used	in	Doherty-type	amplifiers,	so	that
they	 can	 satisfy	 the	 linearity	 requirements	 of	 the	 power	 amplifiers	 for	 CDMA	 handset
applications	 over	 the	 entire	 dynamic	 power	 range	 [27].	 In	 addition	 to	 bias-switching
technique,	a	dual-mode	matching	approach	can	be	used	to	optimally	design	a	dual-mode
Doherty	amplifier	operated	simultaneously	in	HPSK	(hybrid	phase	shift	keying)	mode	and
OFDM	64-QAM	(quadrature	amplitude	modulation)	mode	for	mobile	terminals	[28].

10.1.5	Series-Connected	Load
In	comparison	with	the	shunt-connected	load	type,	the	series-connected	load	combines	the
output	powers	of	the	carrier	and	peaking	amplifiers	in	a	manner	similar	to	that	of	the	push-
pull	amplifiers,	having	the	same	capability	to	suppress	even	harmonic	components	in	the
output	signal	spectrum.	Figure	10.9	shows	the	block	diagram	of	a	Doherty	amplifier	with
a	 series-connected	 load,	 where	 the	 input	 and	 output	 baluns	 are	 implemented	 with	 the
lumped	 inductances	and	capacitors	 [29].	The	 lumped-element	balun	can	be	designed	 for
an	arbitrary	unbalanced-load	value	by	proper	selecting	its	element	values.	In	this	case,	an
unbalanced	load	of	50	Ω	and	a	balanced	port	load	of	100	Ω	were	chosen.	At	low-power
levels	when	the	peaking	amplifier	is	turned	off,	one	balanced	port	of	the	balun	connected
to	the	open-circuited	quarterwave	transmission	line	is	shorted	that	results	in	a	load	of	100
Ω	for	carrier	amplifier.	At	high	power	level	when	the	peaking	amplifier	becomes	active,
both	carrier	and	peaking	amplifiers	are	operated	in	a	near	push-pull	mode.	For	such	a	GaN
HEMT	Doherty	amplifier	operating	at	1.8	GHz,	high	efficiencies	of	31%	and	56%	were
achieved	at	24-dBm	and	31-dBm	saturated	output	powers,	respectively.



FIGURE	10.9	Block	diagram	of	Doherty	amplifier	with	series-connected	load.

10.2	Efficiency	Improvement
Further	efficiency	improvement	of	the	vacuum-tube	Doherty	amplifiers	was	achieved	by
creating	 biharmonic	 modes	 at	 the	 input	 and	 load	 networks	 of	 the	 carrier	 and	 peaking
amplifiers.	 Specifically,	 additional	 parallel	 resonant	 circuits	 tuned	 to	 the	 third	 harmonic
were	 used,	 which	 have	 resulted	 in	 an	 efficiency	 of	 over	 80%	 [30].	 Ideally,	 an	 infinite
number	 of	 odd-harmonic	 resonators	 results	 in	 an	 idealized	Class-F	mode	with	 a	 square
voltage	waveform	and	a	half-sinusoidal	current	waveform,	whereas	an	infinite	number	of
even-harmonic	 resonators	 results	 in	 an	 idealized	 inverse	 Class-F	 mode	 with	 a	 half-
sinusoidal	voltage	waveform	and	a	square	current	waveform	at	the	device	output	terminal.
However,	 in	 practice	 at	microwave	 frequencies,	 it	 is	 enough	 to	 control	 the	 second-	 and
third-harmonic	components	to	provide	a	high	operation	efficiency	of	the	power	amplifier,
and	it	is	preferable	to	use	short-	and	open-circuit	stubs	instead	of	lumped	capacitors	in	the
load	network.

Figure	 10.10(a)	 shows	 the	 block	 schematic	 of	 a	 fully	 matched	microwave	 Doherty
amplifier,	 including	 the	 harmonic-control	 circuits	 used	 in	 front	 of	 the	 output	 matching
circuits	and	offset	lines.	To	approximate	a	Class-F	operation	mode,	the	harmonic-control
circuit	includes	both	arm	shunt	stubs	for	a	better	harmonic	trap	and	a	series	tuning	line	to
compensate	 for	 the	output	device	parasitic	elements,	 as	 shown	 in	Fig.	10.10(b).	 Despite
the	fact	that	the	Doherty	amplifier	with	harmonic	control	provides	worse	linearity	than	the
conventional	Doherty	amplifier	in	terms	of	AM/AM	and	AM/PM	performance,	applying	a
digital	feedback	predistortion	linearizer	allows	the	ACLR	to	be	significantly	improved.	For
example,	the	ACLR	of	a	2.14-GHz	two-stage	Class-F	GaN	HEMT	Doherty	amplifier	with
an	 average	 output	 power	 of	 36	 dBm	and	 a	 drain	 efficiency	 of	 52.4%	was	 improved	by
greater	 than	 20	 dB	 [31].	 A	 two-stage	 inverse	 Class-F	 LDMOSFET	 Doherty	 amplifier
using	the	harmonic-control	circuits	shown	in	Fig.	10.10(c)	is	capable	of	providing	a	drain
efficiency	 of	 54.7%	 at	 an	 average	 output	 power	 of	 32	 dBm	 for	 a	 1-GHz	 forward-link
WCDMA	signal	[32].





FIGURE	10.10	Block	diagram	of	Doherty	amplifier	with	harmonic-control	circuits.

In	some	cases,	a	Class-F	design	strategy	can	be	applied	to	the	carrier	amplifier	only,
whereas	the	peaking	amplifier	operates	in	a	conventional	Class-C	mode	[33].	Figure	10.11
shows	 the	simplified	circuit	schematic	of	a	Class-F/Class-C	Doherty	amplifier,	 in	which
the	drain	bias	supplies	are	connected	to	the	corresponding	device	drain	terminals	through
the	 short-circuited	 quarter-wavelength	 transmission	 lines	 providing	 inherent	 even-
harmonic	suppression	[34,	35].	In	this	case,	the	drain	current	of	the	Class-B	biased	carrier
FET	 (field-effect	 transistor)	 contains	 the	 dc,	 fundamental-frequency,	 and	 even-harmonic
components.	On	 the	other	hand,	 the	drain	current	of	 the	Class-C	biased	peaking	FET	 is
purely	sinusoidal	ideally	because	its	odd-harmonic	components	are	shunted	by	the	short-
circuited	 bias-feed	 quarterwave	 line	 connected	 to	 the	 carrier	 FET,	 thus	 resulting	 in	 no
harmonics	appearing	at	 the	peaking	FET	output.	However,	 the	effect	of	output	parasitics
of	the	carrier	FET	reduces	the	quality	of	the	odd-harmonic	short-circuit	termination	at	the
peaking	 FET,	 resulting	 in	 power-amplifier	 performance	 degradation	 when	 measured
efficiency	was	slightly	above	60%	in	saturation	at	an	operating	frequency	of	770	MHz	for
a	supply	voltage	of	3.5	V.





FIGURE	10.11	Schematic	of	Class-F/Class-C	Doherty	amplifier.

The	test	board	of	a	highly	efficient	2.14-GHz	2.5-W	transmission-line	two-stage	GaN
HEMT	Doherty	amplifier	with	an	input	branch-line	coupler	operating	in	an	inverse	Class-
F	 mode	 and	 implemented	 in	 a	 30-mil	 RO4350	 substrate	 is	 shown	 in	 Fig.	 10.12.	 Both
output	matching	circuits	of	 the	carrier	and	peaking	amplifiers	having	 the	same	structure
provide	 the	 load	matching	 at	 the	 fundamental	 frequency	 and	 the	 corresponding	 second-
and	 third-harmonic	 control.	 Here,	 high	 impedance	 at	 the	 second	 harmonic	 and	 low
impedance	 at	 the	 third	harmonic	 are	 created	 at	 the	output	of	 each	device	using	 a	 short-
length	 series	 microstrip	 line	 short-circuited	 at	 the	 second	 and	 third	 harmonics	 by	 a
quarterwave	short-circuited	transmission	line	(RF	grounded	by	a	bypass	capacitor)	and	an
open-circuit	 stub	with	 an	electrical	 length	of	30°,	 respectively	 [36].	The	exact	 electrical
lengths	of	the	microstrip	lines	depend	on	the	values	of	the	device	output	shunt	capacitance
and	series	inductance.	As	a	result,	the	drain	efficiency	at	maximum	output	power	and	6-dB
backoff	point	exceeded	65%	using	two	5-W	NPTB00004	GaN	HEMT	devices.	Efficiency
enhancement	of	a	Doherty	amplifier	can	also	be	provided	with	a	combination	of	Class-F
and	 inverse	Class-F	schemes	 for	 the	carrier	and	peaking	amplifiers,	 respectively,	and	an
efficiency	of	45%	can	be	achieved	at	10-dB	backoff	[37].



FIGURE	10.12	Test	board	of	inverse	Class-F	GaN	HEMT	Doherty	amplifier.

A	high	efficiency	of	the	Doherty	amplifier	can	also	be	achieved	using	a	Class-E	mode
when	the	device	output	shunt	capacitance	can	be	considered	as	an	internal	element	of	the
Class-E	 load	 network	 [38].	 If	 the	 device	 shunt	 capacitance	 is	 larger	 than	 the	 nominal
Class-E	capacitance,	an	additional	compensation	circuit	with	a	series	capacitor	and	a	shunt
inductance	needs	 to	be	 added	 to	 the	device	output.	For	 example,	 this	 configuration	was
used	 in	 the	 design	 of	 a	 2.14-GHz	 Class-E	 Doherty	 power	 amplifier	 using	 25-W	 GaN
HEMT	devices	 in	 the	 carrier	 and	peaking	amplifiers,	 resulting	 in	 a	PAE	 of	44.8%	at	 an
average	 output	 power	 of	 37	 dBm	 for	 a	 single-carrier	 WCDMA	 signal	 [39].	 The
symmetrical	 Doherty	 configuration	 using	 packaged	 devices	 in	 the	 carrier	 and	 peaking
amplifiers	can	also	be	designed	in	a	Class-E	mode	when	the	device	output	capacitance	is
used	 to	 compose	 a	 π-section	 Class-E	 load	 network	 [40].	 In	 this	 case,	 the	 ideal	 high-Q
series	resonant	circuit	required	for	the	Class-E	mode	is	replaced	by	a	low-pass	matching
circuit	with	the	series	inductance,	implemented	as	a	microstrip	line	on	a	ceramic	substrate,



and	a	shunt	ceramic	chip	capacitor.

10.3	Asymmetric	Doherty	Amplifiers
There	is	a	possibility	to	extend	the	region	of	high	efficiency	over	a	wider	range	of	output
powers	if	the	carrier	and	peaking	amplifiers	are	designed	to	operate	with	different	output
powers:	smaller	for	the	carrier	amplifier	and	larger	for	the	peaking	amplifier.	For	instance,
for	a	power	division	ratio	α	=	Pcarrier/(Ppeaking	+	Pcarrier)	=	0.25,	 the	transition	point	with
maximum	drain	efficiency	corresponds	 to	 the	backoff	power	 level	of	−12	dB	from	peak
output	power	[12].	At	peak	output	power	when	the	carrier	and	peaking	amplifiers	shown
in	Fig.	10.5(a)	are	saturated,	it	follows	from	consideration	of	their	output	powers	that	R1	=
Z2	=	R3	=	3R2.	As	a	 result,	 I2	=	3I3	and	β	=	0.25.	The	output	 impedances	R2	 and	R3	as
functions	of	the	load	resistance	RL	and	characteristic	impedance	Z1	can	be	obtained	from
Eqs.	(10.7)	and	(10.8).	For	example,	if	one	can	choose	the	characteristic	impedance	of	the
output	 transmission	 line	 and	 load	 resistance	 equal	 to	 Z1	 =	 15	 Ω	 and	 RL	 =	 50	 Ω,
respectively,	 then	 the	 characteristic	 impedance	 of	 the	 quarterwave	 transformer	 and	 load
impedance	for	the	carrier	amplifier	are	Z2	=	R1	=	18	Ω,	whereas	the	output	impedance	of
the	peaking	amplifier	is	equal	to	R2	=	R1/3	=	6	Ω.

Because	from	Eqs.	(10.7)	and	(10.8)	it	follows	that

hence,	 at	 lower	 power	 levels	 when	 the	 peaking	 amplifier	 is	 turned	 off,	 the	 output
impedance	R1	is	four	times	higher	than	that	at	peak	output	power	where	R1	=	Z2	=	R3.	 In
this	 case,	 the	 power	 ratio	 between	 the	 peaking	 and	 carrier	 amplifiers	 should	 be	 3:1.
However,	because	of	availability	issues	of	the	power	GaAs	HBT	devices,	a	scaling	ratio	of
4:1	was	chosen,	with	 total	 emitter	 areas	of	3360	μm2	 and	840	μm2	 for	 the	peaking	 and
carrier	 amplifiers,	 respectively,	 to	 implement	 the	 extended	 Doherty	 technique	 into	 the
monolithic	 power	 amplifier	 developed	 for	CDMA	handset	 applications.	As	 a	 result,	 the
PAE	of	45%	and	23%	were	measured	at	the	highest	output	power	of	25	dBm	and	at	10-dB
backoff	level,	respectively	[41].	The	conventional	Class-AB	power	amplifiers	designed	for
the	same	application	normally	have	the	power-added	efficiency	of	about	four	times	lower
at	 this	 backoff	 power.	 To	 optimize	 linearity	 and	 efficiency	 of	 the	 asymmetric	 Doherty
amplifier,	 it	 is	 very	 important	 to	 optimize	 the	 biasing	 conditions	 for	 the	 carrier	 and
peaking	amplifiers	[42].

For	the	packaged	devices	when	it	is	difficult	to	choose	the	proper	power	ratio	between
the	devices,	it	is	convenient	to	use	the	identical	power	amplifiers	that	can	compose	ideally
the	N-way	 Doherty	 architecture	 where	 one	 carrier	 amplifier	 is	 in	 parallel	 with	 (N−	 1)
numbers	of	the	peaking	amplifiers.	This	is	the	simplest	hybrid	approach	to	acquire	an	(N
−1)	 times	 larger-sized	 peaking	 amplifier	 compared	 with	 the	 carrier	 amplifier	 for	 an
asymmetric	 two-way	 Doherty	 amplifier	 configuration	 [43].	 Figure	 10.13(a)	 shows	 the
schematic	 diagram	 of	 an	 N-way	 Doherty	 amplifier	 with	 a	 parallel	 connection	 of	 one
carrier	amplifier	and	(N−1)	identical	peaking	amplifiers.	The	ideal	drain	efficiencies	of	the
N-way	Doherty	amplifier	(DA)	architectures	with	peak	values	at	−6	dB,	−9.5	dB,	−12	dB,



and	 −14	 dB	 power	 backoff	 points	 according	 to	Pbackoff	 =	 20	 log10	 for	 the	 two-,	 three-,
four-,	and	five-way	structures,	respectively,	and	the	conventional	Class-B	power	amplifier
are	shown	in	Fig.	10.13(b).





FIGURE	10.13	Asymmetric	N-way	Doherty	amplifier	and	efficiencies.

Generally,	 the	N-way	 Doherty	 amplifier	 is	 composed	 of	 the	N-way	 power	 splitter,
identical	fully	matched	carrier	and	(N−1)	peaking	amplifiers,	N	offset	lines,	and	an	output
combiner	 representing	 a	 quarterwave	 impedance	 transformer.	 The	 characteristic
impedance	 of	 a	 quarterwave	 transmission	 line	 for	 converting	 the	 load	 of	 the	 carrier
amplifier	is	 	and	the	common	load	resistance	is	RL	=	R0/(α	+	1),	where	R0	is
the	matched	load	for	both	carrier	and	peaking	amplifiers,	usually	equal	to	50	Ω	[44].	For
asymmetric	 two-	 and	 three-way	 Doherty	 amplifiers	 with	 optimized	 individual	 bias
conditions	and	load	matching	for	the	carrier	and	peaking	amplifiers,	applying	an	uneven
drive	 results	 in	more	 linear	operation	and	produces	more	power	 than	an	even	drive	 [45,
46].	 For	 example,	 a	 three-way	 Doherty	 amplifier	 based	 on	 Class-F	 load	 networks	 and
fabricated	 using	 10-W	GaN	HEMT	devices	 achieved	 a	PAE	 of	 45.9%	 and	 an	ACLR	 of
−49.2	dBc	for	a	single-carrier	WCDMA	signal	with	a	PAR	of	10	dB	at	2.14	GHz	using	a
digital	feedback	predistortion	technique	[47].

In	 spite	 of	 the	 efficiency	 improvements	 offered	 by	 the	 asymmetric	N-way	Doherty
amplifier	over	its	symmetric	two-way	Doherty	amplifier	counterpart,	its	total	power	gain,
which	significantly	depends	on	the	power	gain	of	the	carrier	amplifier,	will	be	reduced	due
to	the	corresponding	insertion	loss	in	the	required	input	N-way	power	splitter.	This	issue	is
circumvented	by	using	distributed	amplification.	In	particular,	distributed	amplification	is
a	technique	whereby	power	combining	is	performed	directly	at	the	transistor	level	without
the	need	for	an	N-way	power	combiner.	Figure	10.14	shows	the	simplified	schematic	of	a
distributed	 Doherty	 amplifier,	 where	 the	 powers	 of	 both	 N-carrier	 and	 N-peaking
amplifiers	are	combined	using	half-wave	and	quarterwave	microstrip	 lines	 [48,	49].	The
desired	location	of	peak	efficiency	points	of	such	a	distributed	N-way	Doherty	amplifier
can	be	given	in	decibels	by



FIGURE	10.14	Distributed	N-way	Doherty	amplifier.



where	K	 and	 M	 are	 the	 numbers	 of	 the	 peaking	 and	 carrier	 amplifiers,	 respectively.
Practically,	 in	order	 to	design	a	high-efficiency	 three-way	distributed	Doherty	 amplifier,
the	 two	 peaking	 amplifiers	 can	 be	 combined	 using	 a	 dual-fed	 distributed	 structure.	The
measured	results	of	a	three-way	distributed	2.14-GHz	Doherty	amplifier	using	three	45-W
LDMOSFET	 devices	 indicate	 that	 a	 PAE	 of	 39.5%	 with	 a	 power	 gain	 of	 11	 dB	 was
achieved	at	9.5-dB	backoff.

10.4	Multistage	Doherty	Amplifiers
An	asymmetric	Doherty	architecture	exhibits	a	significant	drop	in	efficiency	in	the	region
between	 the	 efficiency	 peaking	 points,	 especially	 for	 large	 power	 ratios	 between	 the
carrier	 and	 peaking	 amplifiers.	 However,	 it	 is	 possible	 to	 use	 more	 than	 two	 power
amplifiers	to	prevent	significant	deterioration	of	efficiency	at	backoff	output	power	levels.
This	can	be	provided	by	the	so-called	multistage	Doherty	amplifiers,	whose	operation	is
somewhat	similar	to	that	of	a	two-stage	Doherty	amplifier	as	having	a	low-power	region
when	only	 the	 carrier	 amplifier	 is	 turned	on	 and	 a	 high-power	 region	when	 all	 peaking
amplifiers	are	turned	on	[12].	In	this	case,	unlike	the	asymmetric	Doherty	amplifier	when
all	peaking	amplifiers	are	turned	off	simultaneously,	the	peaking	amplifiers	in	a	multistage
Doherty	amplifier	are	turned	off	consecutively	at	the	corresponding	peak	efficiency	points,
beginning	from	(N−1)	peaking	amplifier.

The	 basic	 multistage	 Doherty	 power	 amplifier	 architecture	 shown	 in	 Fig.	 10.15(a)
comprises	 more	 than	 one	 peaking	 amplifier,	 with	 quarterwave	 transmission	 lines	 to
combine	 their	 output	 powers	 [50].	 The	 characteristic	 impedances	 of	 each	 output
quarterwave	 transmission	 line	 depend	 on	 the	 levels	 of	 backoff	 power	 and	 can	 be
calculated	from





FIGURE	10.15	Multistage	Doherty	amplifier	architectures.

where	 i	=	1,	 2,	…,	N	−	1,	k	 =	 1	 (for	 odd	 i)	 or	 2	 (for	 even	 i),	N	 is	 the	 total	 number	 of
amplifier	stages,	and	Bi	is	the	backoff	level	(positive	value	in	decibels)	from	the	maximum
output	power	of	the	system,	at	which	the	efficiency	peaks.	The	maximum	level	of	backoff
BN-1	 is	 set	 by	 the	 carrier	 amplifier,	 while	 the	 number	 of	 efficiency	 peaking	 points	 is
directly	proportional	to	the	number	of	amplifier	stages	used	in	the	design.

Figure	 10.16	 shows	 the	 instantaneous	 drain	 efficiencies	 of	 the	 multistage	 Doherty
amplifier	 (DA)	 architectures	 for	 the	 two,	 three,	 and	 four	 stages,	 having	 maximum
efficiencies	at	the	transition	points	of	−6	dB,	−12	dB,	and	−18	dB	backoff	output	power
levels,	 respectively.	From	Fig.	10.16,	 it	 follows	 that	 the	multistage	architecture	provides
higher	efficiencies	at	backoff	levels	between	the	efficiency	peaking	points	compared	with
an	 asymmetric	 Doherty	 architecture	 and	 significantly	 higher	 efficiency	 at	 all	 backoff
output	 power	 levels	 compared	with	 the	 conventional	Class-B	 power	 amplifiers.	 For	 the
most	practical	case	of	a	three-stage	Doherty	amplifier,	whose	block	schematic	is	shown	in
Fig.	10.15(b),	the	characteristic	impedances	of	each	output	quarterwave	transmission	line
can	be	obtained	from	Eqs.	(10.12)	and	(10.13)	to	be



FIGURE	10.16	Efficiencies	of	different	Doherty	amplifier	architectures.

where



where	B1	 =	 6	 and	B2	 =	 12	 for	 peak	 efficiencies	 at	 −6	 dB	 and	 −12	 dB	 backoff	 points,
respectively,	resulting	in	Z01	=	30	Ω	and	Z02	=	120	Ω	for	RL	=	15	Ω.

For	a	1.95-GHz	WCDMA	application,	a	three-stage	Doherty	amplifier	structure	using
GaAs	MESFET	 devices	 with	 the	 device	 periphery	 ratio	 of	 1:2:4	 and	 microstrip	 power
combining	elements	provides	a	PAE	 of	48.5%	and	a	power	gain	of	12	dB	at	P1dB	 =	 33
dBm.	The	peak	power-added	efficiencies	of	42%	and	27%	were	measured	at	−6	dB	and
−12	dB	backoff	levels	[50].	Efficiencies	at	backoff	points	can	be	increased	by	optimizing
the	 input	 drive	 conditions	 for	 the	 peaking	 amplifiers	 [51].	Moreover,	 further	 efficiency
improvement	of	 a	 three-stage	Doherty	 amplifier	 at	maximum	output	 power	 and	backoff
points	can	be	achieved	by	using	the	highly	effective	GaN	HEMT	devices	and	applying	a
DPD	technique	for	linearization.	In	this	case,	the	drain	efficiency	at	−12	dB	output	power
backoff	point	can	be	increased	to	be	higher	than	60%	[52].

A	 typical	 problem	 associated	with	 the	 conventional	 three-stage	Doherty	 amplifier	 is
that	the	load-line	modulation	of	the	carrier	stage	stops	at	a	certain	power	level,	leaving	the
carrier	amplifier	in	deep	saturation	and	leading,	consequently,	to	a	significant	degradation
of	its	linear	performance.	In	addition,	when	the	carrier	and	peaking	amplifiers	have	equal
configurations	with	the	same	device	periphery	sizes,	similar	performance	is	obtained	with
regards	to	the	symmetrical	two-stage	Doherty	amplifier,	with	the	efficiency	peaking	points
at	−3.5	dB	and	−6	dB	backoff	output	powers.	These	problems	can	be	partially	solved	by
using	a	modified	three-stage	Doherty	amplifier	architecture	with	a	parallel	combination	of
one	 carrier	 and	 one	 Doherty	 amplifier	 used	 as	 a	 peaking	 amplifier,	 as	 shown	 in	 Fig.
10.17(a)	 [53].	 In	 this	 case,	 a	 novel	 way	 of	 combining	 enables	 high	 instantaneous
efficiencies	at	−6	dB	and	−9.5	dB	backoff	output	powers	with	a	single	device	size.	The
characteristic	 impedances	 of	 the	 transforming	 quarterwave	 transmission	 lines	 are
calculated	as	 	and	Z03	=	RL,	where	RL	is	the	load	resistance	[54,
55].





FIGURE	10.17	Modified	three-stage	Doherty	amplifier	architectures.

Figure	10.17(b)	shows	the	other	modified	three-stage	Doherty	architecture	operating	in
a	2.14-GHz	WCDMA	system	with	a	36-dBm	average	output	power	provided	by	the	three
10-W	 GaN	 HEMT	 transistors	 where	 both	 peaking	 amplifiers	 represent	 in	 turn	 the
conventional	two-way	Doherty	configuration	[56].	In	this	case,	only	the	carrier	amplifier
is	 turned	on	at	 low-power	 region,	 the	carrier	amplifier	 is	 saturated	and	 the	 first	peaking
amplifier	is	turned	on	at	medium-power	region,	and	the	carrier	and	first	peaking	amplifier
are	both	in	saturation	and	the	second	peaking	amplifier	is	turned	on	at	high-power	region.
The	optimum	electrical	lengths	of	the	required	50-Ω	offset	lines	are	θ1	=	0.28λ,	θ2	=	0.36λ,
and	θ1	+	θ2	=	0.64λ,	respectively.	As	a	result,	the	carrier	amplifiers	are	turned	on	at	near
−9	 dB	 and	 −6	 dB	 backoff	 output	 power	 levels.	 The	 efficiency	 and	 linearity	 can	 be
optimized	by	using	the	two	driving	amplifiers	connected	to	the	output	ports	of	the	input	3-
dB	coupler	and	biased	in	Class	B	and	Class	C,	respectively.

Figure	10.18	 shows	 the	 theoretical	 instantaneous	 drain	 efficiencies	 of	 the	multistage
(three	and	four	stages)	and	four-way	asymmetric	DA	architectures	for	different	power	(or
device	 size)	 ratios,	 with	 peak	 efficiencies	 ranging	 from	 −12	 dB	 power	 backoff	 levels.
From	 Fig.	 10.18,	 it	 follows	 that	 the	 four-way	 or	 any	 asymmetric	 multiway	 Doherty
architecture	 provides	 significantly	 lower	 efficiency	 between	 the	 corresponding	 peak
efficiency	 points.	However,	 for	 a	multistage	Doherty	 configuration,	 the	 peak	 efficiency
points	at	lower	power	backoff	levels	can	be	achieved	using	an	optimum	device	size	ratio.
For	 example,	 a	 peak	 efficiency	 at	 the	 lowest	 backoff	 point	 of	−12	dB	 is	 achieved	 for	 a
device	 periphery	 ratio	 of	 1:3:4	 in	 a	 three-stage	 Doherty	 amplifier,	 whereas	 the	 lowest
backoff	of	about	−9.5	dB	corresponds	to	the	peak	efficiency	for	an	equal	device	periphery
size	of	1:1:1	in	the	modified	three-stage	Doherty	amplifiers	shown	in	Figs.	10.17(a)	and
10.17(b)	[50,	55,	56].



FIGURE	10.18	Efficiencies	of	different	Doherty	amplifier	architectures.

In	 a	 classic	 four-stage	 Doherty	 power	 amplifier	 with	 the	 corresponding	 peak
efficiencies	 at	 −6	 dB,	−12	 dB,	 and	−18	 dB	backoff	 output	 power	 points,	 the	maximum
ratio	between	the	characteristic	impedances	of	the	quarterwave	transmission	lines	is	equal
to	16	[50].	For	example,	 for	RL	=	6	Ω,	 the	characteristic	 impedances	of	 the	consecutive
quarterwave	transmission	lines	are	Z01	=	12	Ω,	Z02	=	48	Ω,	and	Z03	=	192	Ω,	respectively.
These	 values	 are	 difficult	 to	 correctly	 implement	 using	 microstrip	 lines	 on	 a	 single
substrate	 with	 a	 fixed	 thickness	 and	 dielectric	 permittivity.	 In	 a	 modified	 four-stage
Doherty	configuration	with	the	device	size	ratio	of	1:1:1:1	shown	in	Fig.	10.19,	where	the
two	conventional	two-stage	Doherty	amplifiers	are	combined	in	a	final	four-stage	Doherty
configuration	 (Doherty-in-Doherty),	 the	 maximum	 ratio	 between	 the	 transmission-line
characteristic	impedances	is	equal	to	50	Ω	/	25	Ω	=	2	only	[57].



FIGURE	10.19	Modified	four-stage	Doherty	amplifier	architecture.

Figure	10.18	shows	the	three	efficiency	peaking	points	provided	by	the	modified	four-
stage	Doherty	 amplifier	with	 equal	 gate	 bias	 voltages	 for	 the	 second	 and	 third	 peaking
amplifiers.	 Furthermore,	 the	 optimization	 of	 their	 gate	 bias	 voltages	 can	 change	 the
efficiency	 profile	 between	 the	 peak	 power	 and	 −6	 dB	 backoff	 points	 and	 contribute	 to
linearity	improvement.	Because	of	the	device	input	and	output	parasitics	such	as	the	gate-
source	and	drain-source	capacitances,	additional	input	offset	lines	are	implemented	at	the
input	 of	 the	 peaking	 amplifiers	 and	 identical	 output	 offset	 lines	 that	 introduce	 the
compensating	inductive	reactances	are	connected	in	series	to	each	output	circuit.	This	is	a
very	practical	version	of	a	four-stage	Doherty	amplifier,	capable	of	achieving	high	output
powers	with	high	drain	efficiency	and	having	 three	90°	hybrid	couplers	at	 the	 input	and
four	quarterwave	microstrip	lines	at	the	output.

Figure	 10.20	 shows	 the	 test	 board	 of	 the	modified	 four-stage	GaN	HEMT	Doherty
power-amplifier	 architecture	 based	 on	 four	 25-W	 Cree	 CGH40025F	 devices	 and
fabricated	using	a	30-mil	RO4350	substrate	[57].	The	carrier	and	peaking	amplifiers	are



designed	 to	 operate	 in	 an	 inverse	 Class-F	 mode	 with	 the	 second-	 and	 third-harmonic
control	by	using	a	transmission-line	load-network	technique.	The	input	dividing	network
includes	three	commercial	90°	hybrid	couplers,	while	a	30-dB	directional	coupler	required
to	sampling	output	power	for	linearization	loop	needs	to	be	connected	to	the	output	port.
In	a	CW	operation	mode	when	all	transistors	are	biased	with	the	same	gate	voltage	of	−3.4
V,	an	output	power	of	50	dBm	(100	W)	and	a	drain	efficiency	of	77%	were	achieved	at	a
supply	voltage	of	34	V.	In	a	single-carrier	2.14-GHz	WCDMA	operation	mode	with	a	PAR
of	6.5	dB,	a	drain	efficiency	of	61%	was	achieved	at	an	average	output	power	of	43	dBm
(20	W)	with	an	ACLR	of	−31	dBc.





FIGURE	10.20	Test	board	of	2.14	GHz	100-W	four-stage	Doherty	GaN	HEMT	amplifier.

10.5	Inverted	Doherty	Amplifiers
Figure	10.21	shows	the	schematic	diagram	of	an	inverted	Doherty	amplifier	configuration
with	an	impedance	transformer	based	on	a	quarterwave	line	connected	to	the	output	of	the
peaking	 amplifier.	 Such	 architecture	 can	 be	 very	 helpful	 if	 it	 is	 easier	 in	 a	 low-power
region	 to	provide	a	 short	circuit	 rather	 than	an	open	circuit	 at	 the	output	of	 the	peaking
amplifier,	which	depends	on	the	characteristic	of	the	transistor.	The	quarterwave	line	can
be	 implemented	 in	 a	 compact	 form	 suitable	 for	 use	 in	mobile	 applications	 [58].	 In	 this
case,	 at	 low-power	 levels,	 a	 quarterwave	 line	 is	 used	 to	 transform	 very	 low	 output
impedance	 after	 the	 offset	 line	 to	 high	 impedance	 seen	 from	 the	 load	 junction.	 In
particular,	 by	 taking	 into	 account	 the	 device	 package	 parasitic	 elements	 of	 the	 peaking
amplifier,	 an	 optimized	output	matching	 circuit	 and	 a	 proper	 offset	 line	 are	 designed	 to
provide	the	maximum	output	power	from	the	carrier	device	[59].	At	a	high	power	level,
for	the	matched	phase	difference	between	identical	carrier	and	peaking	amplifiers,	the	load
impedance	 seen	 from	each	 amplifier	 after	 the	 offset	 lines	 is	 equal	 to	 the	 standard	 50-Ω
load	impedance.

FIGURE	10.21	Schematic	diagram	of	inverted	Doherty	amplifier.

When	using	a	four-carrier	WCDMA	signal,	a	PAE	of	32%	with	an	ACLR	of	−30	dBc	at
an	 average	output	power	 level	 as	high	 as	46.3	dBm	was	 achieved	 for	 an	 inverted	2.14-
GHz	LDMOSFET	Doherty	amplifier.	This	provides	a	9.5%	improvement	in	efficiency	and
1-dB	 improvement	 in	 the	 output	 power	 under	 the	 same	 ACLR	 conditions	 as	 for	 the
balanced	 Class-AB	 operation	 using	 the	 same	 devices	 [60].	 For	 a	 64-QAM	 modulated
signal	with	 24-MHz	 channel	 bandwidth,	 a	PAE	 higher	 than	 31%	with	 a	 0.5-dB	 output-



power	 flatness	 at	 27-dBm	was	 achieved	 across	 a	 frequency	 bandwidth	 from	 2.4	 to	 2.5
GHz	with	an	ACPR	better	than	−40	dBc	[61].

To	better	understand	the	operation	principle	of	an	inverted	Doherty	amplifier,	consider
separately	the	load	network	shown	in	Fig.	10.22(a),	where	the	peaking	amplifier	is	turned
off.	In	a	low-power	region,	the	phase	adjustment	of	the	offset	line	with	electrical	length	θ
causes	the	peaking	amplifier	to	be	short-circuited	(ideally	equal	to	0	Ω),	and	the	matching
circuit	 in	 conjunction	 with	 offset	 line	 provides	 the	 required	 impedance	 transformation
from	25	Ω	to	the	optimum	high	impedance	Zopt	seen	by	the	carrier	device	output	at	the	6-
dB	power	backoff,	as	shown	in	Fig.	10.22(b).	In	this	case,	the	short	circuit	at	 the	end	of
the	quarterwave	 line	 transforms	 to	 the	open	circuit	at	 its	 input	 so	 that	 it	prevents	power
leakage	 to	 the	 peaking	 path	when	 the	 peaking	 transistor	 is	 turned	 off.	 In	 a	 high-power
region,	both	carrier	and	peaking	amplifiers	are	operated	in	a	50-Ω	environment	in	parallel,
and	 the	output	quarterwave	 line	with	 the	characteristic	 impedance	of	35.3	Ω	 transforms
the	obtained	25	Ω	to	the	required	50-Ω	load.





FIGURE	10.22	Load-network	schematic	and	impedances.

In	a	Doherty	configuration,	both	the	Class-AB	carrier	amplifier	and	Class-C	peaking
amplifier	 are	not	 fully	 isolated	 from	each	other.	This	 can	 result	 in	 a	 serious	problem	 to
robustly	design	 the	optimum	 load	 impedance	 shift	presented	 to	both	 transistors	 for	high
efficiency	and	low	distortion	[62].	From	the	load-pull	measurements	for	a	unit-cell	28-V
GaAs	 HJFET	 device,	 it	 was	 observed	 that	 in	 order	 to	 obtain	 high	 efficiency	 and	 low
distortion,	 the	 carrier	 amplifier	 load	 impedance	 should	 change	 from	 the	 maximum
efficiency	 point	 to	 the	 maximum	 output	 power	 point	 at	 Class	 AB,	 while	 the	 peaking
amplifier	 load	 impedance	should	vary	 from	 the	small-signal	gain	point	 to	 the	maximum
output	power	point	in	Class	C	[63].	In	this	case,	the	load	impedance	corresponding	to	the
maximum	 efficiency	 point	 is	 lower	 than	 the	 load	 impedance	 corresponding	 to	 the
maximum	output	power	point.	An	inverted	Doherty	architecture	can	be	suitable	to	realize
the	carrier	amplifier	load	impedance	variation	from	lower	impedance	to	higher	impedance
in	 accordance	with	 the	 increase	 in	 the	 input	power	 level.	The	 external	 input	 and	output
matching	 circuits	 are	 necessary	 to	 optimize	 the	 load	 impedance	 shift	 presented	 to	 both
carrier	and	peaking	amplifiers	as	a	function	of	the	input	power	level.	As	a	result,	a	drain
efficiency	 of	 42%	 at	 an	 output	 power	 of	 49	 dBm	 around	 the	 6-dB	 backoff	 level	 was
achieved	for	a	two-carrier	WCDMA	signal	of	2.135	GHz	and	2.145	GHz	with	an	IM3	of
−37	dBc.

Figure	10.23	 shows	 the	 three-stage	 inverted	Doherty	 amplifier	 configuration,	where
the	 quarterwave	 transmission	 lines	 are	 added	 in	 the	 outputs	 of	 the	 carrier	 and	 peaking
amplifiers	to	provide	a	proper	load	modulation	ratio	[64].	The	half-wave	transmission	line
in	the	input	path	of	the	carrier	amplifier	is	used	to	compensate	for	the	delay	provided	by
the	output	 load	network.	The	characteristic	 impedances	of	 the	quarterwave	 transmission
lines	are	optimized	to	provide	a	high	efficiency	over	wide	output	power	backoff	range.	If
the	device	size	ratio	of	the	carrier	first	peaking	and	second	peaking	amplifiers	is	1:m1:m2,
respectively,	the	characteristic	impedances	of	the	quarterwave	transmission	lines	at	the	full
power	loading	condition	can	be	obtained	by



FIGURE	10.23	Schematic	diagram	of	three-stage	inverted	Doherty	amplifier.

assuming	 the	 same	 50-Ω	 loading	 conditions	 for	 the	 standard	 load	 and	 the	 carrier	 and
peaking	amplifiers	at	full	loading	conditions.	As	a	result,	for	the	same	device	sizes	for	the
carrier	and	peaking	amplifiers	when	m1	=	m2	=	1,	Z2	=	Z3	=	50	Ω,	and	Z1	=	70	Ω,	from
Eqs.	(10.18)	to	(10.20),	 it	follows	that	ZT	=	40.4	Ω	and	Z4	=	Z5	=	50	Ω,	 respectively.	 In
this	case,	the	drain	efficiency	for	a	single-carrier	2.14-GHz	WCDMA	signal	with	a	PAR	of
10.5	dB	can	be	improved	by	5%	over	wide	range	of	output	powers.

10.6	Integration



The	 transmission-line	 two-stage	 Doherty	 amplifier	 can	 easily	 be	 implemented	 into	 the
monolithic	microwave	integrated	circuit	(MMIC)	by	using	a	pHEMT	or	CMOS	process.
For	 example,	 a	 fully	 integrated	 Ku-band	 MMIC	 Doherty	 amplifier	 using	 a	 0.25-μm
pHEMT	technology	achieved	a	 two-tone	PAE	 of	 40%	with	 a	 corresponding	 IM3	 of	−24
dBc	 at	 17	 GHz,	 whereas	 a	 single-tone	 PAE	 of	 38.5%	 at	 1-dB	 compression	 point	 was
measured	 for	 a	 20-GHz	MMIC	 Doherty	 amplifier	 implemented	 in	 a	 0.15-μm	 pHEMT
process	for	use	in	digital	satellite	communication	(DSC)	systems	[65,	66].	Furthermore,	by
using	 a	 0.13-μm	 RF	 CMOS	 technology,	 a	 transmission-line	 MMIC	 Doherty	 amplifier
based	on	cascode	configuration	of	the	carrier	and	peaking	amplifiers	achieved	a	saturation
output	power	of	7.8	dBm	from	a	supply	voltage	of	1.6	V	at	an	operating	frequency	of	60
GHz	 for	 use	 in	wireless	 personal	 area	network	 (WPAN)	 transceivers	 [67].	On	 the	other
hand,	the	efforts	to	directly	apply	the	Doherty	technique	to	the	design	of	power-amplifier
integrated	 circuits	with	 a	high	 level	 of	 integration	 at	 lower	 frequencies	 face	difficulties,
because	 the	physical	 size	of	 the	quarterwave	 transmission	 lines	 is	 too	 large	 in	 this	case.
For	example,	 for	an	FR4	substrate	with	effective	dielectric	permittivity	of	ɛr	=	3.48,	 the
geometrical	lengths	of	the	quarterwave	transmission	lines	are	48	mm,	19	mm,	and	8.7	mm
at	the	operating	frequencies	of	900	MHz,	2.4	GHz,	and	5.2	GHz,	respectively.	Therefore,
one	of	the	acceptable	solutions	for	the	fabrication	of	small-size	Doherty	amplifier	MMICs
intended	 to	 operate	 in	 WLAN	 or	 WiMAX	 transmitter	 systems	 is	 to	 replace	 each
quarterwave	line	in	the	input	combining	circuit	and	output	impedance	transformer	by	its
low-pass	π-type	lumped-distributed	equivalent	with	a	short-length	series	transmission	line
and	 two	 shunt	 capacitors	 connected	 to	 its	 both	 ends	 [68,	 69].	Additionally,	 simple	 and
small-size	 second-harmonic	 termination	 circuits	 can	 be	 realized	 with	 integrated	 MIM
capacitors	and	bondwires	at	the	end	of	the	carrier	and	peaking	amplifier	collectors	[68].

In	 order	 to	 minimize	 the	 inherently	 high	 substrate	 loss	 and	 increase	 the	 level	 of
integration	 to	 implement	 the	 Doherty	 amplifier	 in	 a	 CMOS	 process,	 the	 branch-line
coupler	 and	quarterwave	 transformer	 in	 the	 amplifier	 input	 and	output	 circuits	 are	 fully
substituted	 by	 their	 lumped	 equivalents	 [70].	 By	 considering	 the	 transmission	 ABCD-
matrices	for	a	quarterwave	transmission	line	shown	in	Fig.	10.24(a)	and	a	π-type	low-pass
lumped	circuit	 consisting	of	a	 series	 inductance	and	 two	shunt	capacitors	 shown	 in	Fig.
10.24(b)	and	equating	the	corresponding	elements	of	both	matrices,	the	ratio	between	the
circuit	elements	can	be	written	as



FIGURE	10.24	Quarterwave	transmission	line	and	its	single-frequency	lumped	equivalent.

where	Z0	 is	 the	 characteristic	 impedance	 of	 the	 quarterwave	 transmission	 line.	 A	 high-
power	Doherty	 amplifier	MMIC	 can	 be	 integrated	with	 lumped	 elements	 in	 a	 standard
discrete	package,	where	the	compensation	series	circuits	(each	consisting	of	an	inductance
and	a	capacitor)	are	connected	to	the	drain	terminals	of	the	carrier	and	peaking	transistors
to	 compensate	 for	 their	 output	 capacitances	 [71].	 For	 example,	 an	 integrated	 solution
based	on	four	10-W	MMIC	Doherty	amplifier	cells	combined	in	parallel	achieves	a	drain
efficiency	of	39.8%	at	an	average	output	power	of	7.5	W	with	an	ACLR	of	−50	dBc	using
a	DPD	technique	for	a	two-carrier	2.14-GHz	WCDMA	signal	with	a	PAR	of	7.6	dB	[72].

Similarly,	 the	 input	 in-phase	 transmission-line	 two-way	 Wilkinson	 divider	 can	 be
replaced	by	its	lumped	equivalent,	where	a	π-type	low-pass	LC	circuit	is	used	in	its	each
branch.	 Figure	 10.25(a)	 shows	 an	 example	 of	 the	 simplified	 schematic	 of	 a	 two-stage
lumped	Doherty	amplifier,	where	 the	output	quarterwave	 transmission	 line	connected	 to
the	 carrier	 amplifier	 output	 and	 the	 input	 phase-shifting	 quarterwave	 transmission	 line
connected	 to	 the	 peaking	 amplifier	 input	 are	 replaced	 by	 equivalent	 π-type	 low-pass
lumped	circuits.	In	addition,	the	output	quarterwave	transformer	is	replaced	by	an	L-type
high-pass	matching	 circuit,	 whereas	 two	L-type	 low-pass	 matching	 circuits	 are	 used	 to
provide	the	input	matching	of	the	carrier	and	peaking	amplifiers.	At	the	peaking	amplifier
input	path,	 the	 right-hand	 shunt	 capacitor	 as	 a	part	 of	 the	 equivalent	quarterwave	phase
shifter	and	the	shunt	capacitor	as	a	part	of	the	input	L-type	low-pass	matching	circuit	can
be	combined	into	a	single	shunt	capacitor.





FIGURE	10.25	Circuit	schematics	of	lumped	Doherty	amplifiers	for	handset	applications.

To	 remove	 a	 3-dB	 hybrid	 input	 divider,	 the	 conventional	 Doherty	 amplifier	 can	 be
rearranged	to	be	more	suitable	for	handset	applications.	Figure	10.25(b)	shows	the	circuit
schematic	 of	 a	 “series-type”	 Doherty	 architecture,	 where	 the	 subcircuit	 of	 the	 peaking
amplifier	and	impedance	transformer	is	connected	to	the	output	of	the	carrier	amplifier	in
series	 rather	 than	 in	parallel	configuration	[73,	74].	The	 impedance	 transformers	 in	both
paths	are	composed	of	a	high-pass	 lumped-element	T-network	each.	This	 is	because	 the
high-value	inductances	or	relatively	long	series	microstrip	lines	are	required	for	the	low-
pass	T-networks,	making	 chip-level	 integration	 impractical.	The	 shunt	 inductance	 in	 the
high-pass	T-network	can	be	implemented	using	a	high-impedance	microstrip	line	instead
of	a	lumped-element	inductor.	Besides,	a	high-pass	T-network	helps	prevent	occasional	LF
oscillations.	The	output	quarterwave	transformer	fabricated	externally	can	be	replaced	by
the	equivalent	low–pass	π-type	matching	circuit	with	a	series	short-length	microstrip	line
and	 two	 shunt	 chip	 capacitors.	 In	 a	 low-power	 region,	 the	 input	 impedance	 from	 the
peaking	 amplifier	 path	 that	 is	 turned	 off	 due	 to	 deep	Class-C	 bias	mode	 is	 sufficiently
high.	 However,	 in	 a	 high-power	 region,	 it	 reduces	 significantly	 when	 the	 peaking
amplifier	 is	 turned	on,	so	 the	 load	seen	by	 the	carrier	amplifier	 reduces	significantly,	by
about	 three	 times	 for	 a	 practical	 case	 of	 a	 series-type	 MMIC	 Doherty	 amplifier	 with
optimum	device	sizes	based	on	a	2-μm	InGaP	HBT	technology	[74].	As	a	result,	for	a	1.9-
GHz	IS-95A	CDMA	signal,	a	PAE	of	18%	and	42.8%	were	achieved	at	16	dBm	and	28
dBm,	respectively.

As	 the	Doherty	amplifier	for	handset	applications	should	be	compact,	a	direct	 input-
dividing	circuit	considering	the	impedance	variations	of	the	carrier	and	peaking	amplifiers
can	 be	 used	 instead	 of	 the	Wilkinson	 power	 combiner.	 In	 this	 case,	 because	 the	 input
impedance	of	 the	carrier	amplifier	 remains	almost	constant,	whereas	 that	of	 the	peaking
amplifier	changes	significantly	because	of	the	Class-C	bias,	this	effect	can	be	utilized	for
the	 uneven	 input	 dividing	 [45,	 75].	 As	 a	 result,	 large	 power	 is	 delivered	 to	 the	 carrier
amplifier	at	 the	low-power	region,	and	the	power	gain	at	 the	low-power	region	becomes
much	 higher	 than	 that	 at	 the	 high-power	 region,	 deteriorating	 the	 gain	 flatness	 and
linearity	 of	 the	 Doherty	 amplifier.	 Figure	 10.26	 shows	 the	 full	 circuit	 schematic	 of	 a
lumped	Doherty	 amplifier	with	 two-stage	 carrier	 and	peaking	 amplifiers	 [75].	Here,	 the
output	matching	circuit	takes	a	role	of	a	quarterwave	transformer	including	parasitics,	with
the	phase	compensation	network	used	at	 the	input	of	 the	carrier	path,	and	the	offset	 line
used	 at	 the	 output	 of	 the	 peaking	 path.	 The	 second	 and	 third	 harmonics	 are	 properly
controlled	to	enhance	the	efficiency	of	both	carrier	and	peaking	amplifiers.	Moreover,	the
second-	 and	 third-harmonic	 control	 circuits	 are	 also	 utilized	 for	 the	 quarterwave
transformer	by	connecting	the	capacitor	Cq,	forming	a	π-network	where	the	device	output
capacitance	Cp	 and	 second-harmonic	control	 circuit	 are	considered	as	one	capacitor	 and
the	parallel	resonant	LC-circuit	 is	 inductive	at	 the	fundamental.	The	capacitors	Cc	of	 the
offset	line	can	be	combined	with	capacitors	Cq	to	reduce	the	number	of	components.	As	a
result,	 the	Doherty	 amplifier	MMIC	 implemented	 in	 a	 2-μm	 InGaP/GaAs	HBT	process
presents	a	PAE	of	40.2%	at	an	output	power	of	26	dBm	with	an	error	vector	magnitude
(EVM)	of	3%	for	a	16-QAM	m-WiMAX	signal	having	a	9.54-dBc	crest	factor	and	8.75-
MHz	bandwidth.



FIGURE	10.26	Schematic	of	Doherty	amplifier	with	harmonic	control	for	handset
applications.

Because	a	frequency-dependent	quarterwave	transformer	and	output	matching	circuits
generally	 provide	 a	 narrowband	 operation	 of	 a	 conventional	 Doherty	 amplifier,	 a
quarterwave	 transmission	 line	 as	 an	 additional	 matching	 element	 can	 be	 added	 at	 the
output	of	the	peaking	amplifier	in	series	with	the	offset	line	to	minimize	the	loaded	quality
factor	 for	 broader	 operation	 by	 increasing	 the	 impedance	 at	 the	 output	 junction	 of	 the
carrier	and	peaking	amplifiers	[76].	In	a	handset	monolithic	application,	the	transmission-
line	 quarterwave	 impedance	 transformer	 and	 offset	 line	 are	 implemented	 with	 lumped
elements,	representing	the	equivalent	π-type	low-pass	and	π-type	high-pass	LC	networks,
respectively,	as	shown	in	Fig.	10.27(a).	In	this	case,	the	network	parameters	are	optimized
to	provide	an	open-circuit	condition	at	 the	output	of	 the	peaking	branch	over	broadband
frequency	 range	when	 the	peaking	amplifier	 is	 turned	off.	To	simplify	 the	 load-network
structure,	the	values	of	the	inductances	L1	and	L2	are	chosen	so	as	to	merge	them	with	the
corresponding	capacitances	C1	and	C2.	Figure	10.27(b)	shows	the	circuit	schematic	of	a	2-
μm	GaAs	HBT	Doherty	amplifier,	where	all	of	 the	components	are	fully	integrated	on	a
chip.	In	this	case,	the	inductors	are	implemented	using	bondwires	and	slab	inductors,	the



input	dividing	circuits	are	broadband	based	on	low-Q	matching	networks,	and	the	second-
and	 third-harmonic	 impedances	 are	 controlled	 for	 high	 efficiency	 across	 the	 bandwidth.
The	 open-circuit	 conditions	 are	 achieved	 by	 optimizing	 all	 load-network	 elements,
including	 drain	 bondwires	 and	 device	 output	 capacitances.	 For	 a	mobile	 8.75-MHz	 16-
QAM	m-WiMAX	application	with	a	9.6-dB	crest	factor,	such	a	lumped	Doherty	amplifier
exhibits	a	PAE	of	over	27%	and	an	output	power	of	over	23.6	dBm	across	2.2-2.8	GHz
using	a	DPD	technique.	Similar	Doherty	amplifier	with	broadband	lumped	networks	can
provide	a	PAE	over	30%	and	an	output	power	of	over	28	dBm	across	1.6	to	2.1	GHz	for	a
10-MHz	LTE	signal	with	a	PAR	of	7.5	dB	[77].





FIGURE	10.27	Schematics	of	Doherty	amplifiers	for	handset	applications	with	bandwidth
enhancement.

Figure	10.28	shows	 the	 test	chip	of	a	wideband	monolithic	GaN	HEMT	asymmetric
Doherty	 power	 amplifier,	 where	 the	 input	 network	 consists	 of	 a	 lumped-element
Wilkinson	power	divider	and	phase	shifter,	whereas	the	load	network	represents	a	T-line
impedance	 inverter	 with	 optimized	 characteristic	 impedances	 and	 electrical	 lengths	 of
microstrip	 lines	 [78].	 The	 input	 matching	 and	 stability	 of	 operation	 is	 provided	 with	 a
series	resistor	at	the	input	of	the	carrier	device	and	with	two	shunt	LR	circuits	connected	at
the	inputs	of	 the	carries	and	peaking	devices,	respectively.	The	Doherty	power	amplifier
was	implemented	in	a	0.25-μm	GaN	HEMT	process,	having	a	100-μm	thick	SiC	substrate,
a	 relative	 permittivity	 of	 9.7,	 a	maximum	 drain	 current	 density	 of	 900	mA/mm,	 and	 a
maximum	power	density	of	5	to	7	W/mm,	with	a	total	chip	size	of	2.1	mm	×	1.5	mm.	To
obtain	 the	highest	possible	output	power	with	model	verified	device	sizes,	 the	 total	gate
widths	of	the	carrier	and	peaking	devices	were	chosen	as	4	×	100	μm	and	10	×	100	μm,
respectively.	 As	 a	 result,	 a	 power-added	 efficiency	 of	 greater	 than	 30%	 at	 9-dB	 power
backoff	within	the	frequency	range	of	6.7	to	7.8	GHz	and	a	maximum	output	power	of	35
±	 0.5	 dBm	 from	 6.6	 to	 8.5	 GHz	were	 achieved.	 For	 a	 10-GHz	MMIC	Doherty	 power
amplifier	 using	 Class-E	 approximation	 in	 both	 carrier	 and	 peaking	 amplifiers	 that	 are
based	on	140-nm	GaN	HEMTs	of	a	1-mm	gate	width	each,	the	simulated	two-tone	results
demonstrated	a	PAE	of	40.4%	at	peak	output	power	of	25.6	dBm	and	a	PAE	of	24%	at	6-
dB	backoff	[79].



FIGURE	10.28	Test	chip	of	wideband	monolithic	GaN	HEMT	Doherty	power	amplifier.
(Courtesy	of	Chalmers	Institute	of	Technology.)

10.7	Digitally	Driven	Doherty	Amplifier
In	 a	 digitally	 driven	 dual-input	Doherty	 amplifier	 architecture,	 the	 input	 signal	 of	 each
branch	 is	 digitally	 preprocessed	 and	 supplied	 separately	 to	 each	 branch	 of	 the	Doherty
amplifier	 to	 optimize	 its	 overall	 performance.	 In	 this	 case,	 digital	 signal	 processing	 is
applied	 to	 reduce	 the	 performance	 degradation	 due	 to	 phase	 impairment	 in	 the	Doherty
amplifier	branches	achieved	by	adaptively	aligning	the	phases	of	the	carrier	and	peaking



paths	 for	 all	 power	 levels	 after	 the	 peaking	 amplifier	 is	 turned	 on.	 Generally,	 a	 DSP
includes	a	DPD	system	to	improve	linearity,	which	can	be	configured	to	provide	a	carrier
signal	component	along	a	carrier	amplifier	path	and	a	peaking	signal	component	along	a
peaking	amplifier	path	from	a	digital	input	signal	[80].	In	this	case,	the	carrier	and	peaking
amplifiers	can	amplify	the	signal	components	according	to	the	programmable	proportions
of	 the	split	 input	signal,	and	not	based	on	a	saturation	condition	of	 the	carrier	amplifier,
thus	resulting	in	a	higher	efficiency.	Because	the	signals	are	isolated	prior	to	being	input	to
the	Doherty	amplifier,	the	Doherty	amplifier	need	not	include	an	asymmetric	splitting	with
input	 phase-matching	 delay,	 and	 input	 impedance-matching	 circuitry	 is	 simplified.	 The
DPD	system	also	performs	phase	and	gain	adjustments	to	each	of	the	signal	components.
To	further	improve	efficiency	performance	of	a	two-stage	Doherty	amplifier,	the	separated
amplitude	 and	 phase	 modulated	 signals,	 produced	 by	 the	 DSP,	 drive	 through	 the
corresponding	 quadrature	 upconverters	 both	 the	 carrier	 and	 peaking	 amplifiers,	 each
operated	in	a	Class-E	mode	[81].

Figure	 10.29(a)	 shows	 the	 block	 diagram	 of	 a	 dual-input	 digitally	 driven	 Doherty
amplifier	with	digital	signal	processing	and	dual-	channel	upconverter	[82].	 In	 this	case,
direct	access	and	software	control	of	 the	 individual	 inputs	can	bring	an	 improvement	 in
efficiency	of	a	Doherty	amplifier	between	the	two	efficiency	peaking	points	at	maximum
and	 6-dB	 backoff	 powers,	 as	 shown	 in	 Fig.	 10.29(b).	 The	 Doherty	 amplifier	 design	 is
performed	by	deriving	the	offset	line	with	electrical	length	θp	to	be	inserted	at	the	output
of	the	peaking	branch	to	ensure	a	quasi-open	circuit	condition	and	prevent	leakage	from
the	carrier	amplifier	 to	the	output	of	 the	peaking	amplifier	at	 the	low-power	region.	The
offset	line	with	electrical	length	θc	was	optimized	to	maximize	efficiency	around	the	turn-
on	point	of	the	Doherty	amplifier.	Because	of	the	different	bias	conditions	for	the	carrier
amplifier	(Class	AB)	and	the	peaking	amplifier	(Class	C),	the	degradation	in	output	power
due	 to	 phase	 imbalance	 condition	 can	 be	 as	 high	 as	 40%	 after	 the	 peaking	 amplifier	 is
fully	turned	on,	which	directly	translates	into	significant	deterioration	in	a	drain	efficiency
of	 the	Doherty	 amplifier.	However,	 the	 dual-input	 digitally	 driven	Doherty	 architecture,
allowing	 for	 the	 adoption	 and	 implementation	 of	 a	 power	 adaptive	 phase-alignment
mechanism,	can	minimize	the	adverse	effects	of	phase	imbalance	between	the	carrier	and
peaking	branches.	The	power-dependent	 phase	offset	 is	 adjusted	using	 a	 power-indexed
lookup	table	(LUT)	to	correct	for	the	phase	disparity	at	all	power	levels,	where	both	the
carrier	 and	 peaking	 amplifiers	 contribute	 to	 the	 total	 output	 power	 of	 the	 Doherty
amplifier.	As	 a	 result,	 the	 phase	 difference	 between	 the	 carrier	 and	 peaking	 branches	 is
reduced	 to	 0°	 over	 the	 input	 power	 range	 spanning	 from	 the	 turn-on	 of	 the	 peaking
amplifier	 until	 the	 saturation	 of	 the	 Doherty	 amplifier.	 The	 phase-aligned	 Doherty
amplifier	based	on	two	10-W	GaN	HEMT	transistors	demonstrates	a	PAE	higher	than	50%
over	an	8-dB	output-power	backoff	range	and	a	PAE	of	57%	at	an	average	output	power	of
37	 dBm	 for	 a	 single-carrier	WiMAX	 signal	 with	 a	 PAR	 of	 7	 dB,	 thus	 resulting	 in	 an
improvement	 of	 7%	 in	 PAE	 and	 1	 dB	 in	 average	 output	 power	 with	 similar	 linearity
performance	corresponding	to	an	ACPR	of	−22	dBc	compared	to	the	fully	analog	Doherty
amplifier	[82].



FIGURE	10.29	Block	diagram	and	simulated	performance	of	dual-input	digital	Doherty
amplifier.



Efficiency	enhancement	in	a	digital	Doherty	amplifier	over	wide	power	range	can	also
be	 achieved	by	using	 a	digitally	 controlled	dynamic	 input	power	distribution	 scheme	 to
minimize	the	drive	power	waste	into	the	peaking	branch	at	backoff	power	levels	[83].	In
this	case,	the	carrier	amplifier	should	get	significantly	more	input	power	in	comparison	to
the	peaking	amplifier	at	low-power	drive,	whereas	the	carrier	amplifier	should	get	slightly
less	 input	power	 in	comparison	 to	 the	peaking	amplifier	after	 turn-on	point.	As	a	 result,
the	 efficiency	 can	 be	 improved	 by	 7%	 compared	 to	 the	 conventional	 fully	 analog
symmetrical	Doherty	amplifier	based	on	two	10-W	GaN	HEMT	devices	and	operating	at
2.14	GHz	for	a	single-carrier	WiMAX	signal	with	a	9-dB	PAR	and	10-MHz	bandwidth.

10.8	Multiband	and	Broadband	Capability
A	multiband	capability	of	 the	conventional	 two-stage	Doherty	amplifier	can	be	achieved
when	 all	 of	 its	 components	 are	 designed	 to	 provide	 their	 corresponding	 characteristics
over	 the	 required	 bands	 of	 operation,	 as	 shown	 in	 Fig.	 10.30(a)	 [84].	 In	 this	 case,	 the
carrier	and	peaking	amplifiers	should	provide	broadband	performance	when,	for	example,
their	 input	 and	 interstage	 matching	 circuits	 are	 designed	 as	 broadband	 and	 the	 load
network	generally	can	represent	a	 low-pass	structure	with	 two	or	 three	sections	 tuned	to
the	 required	 frequencies.	 Some	 bandwidth	 extension	 can	 be	 achieved	 by	 simply
optimizing	 the	characteristic	 impedances	of	 the	quarterwave	 impedance	 transformer	 and
quarterwave	 output	 combiner	 in	 a	 combining	 load	 network	 [85,	 86].	 For	 a	 multiband
operation	with	the	center	frequency	ratio	at	each	of	the	frequency	bands	of	2	or	greater,	the
input	divider	can	be	configured	by	a	multisection	Wilkinson	power	divider	or	coupled-line
directional	 coupler.	 In	 a	 dual-band	 operation	 mode,	 a	 dual-frequency	Wilkinson	 power
divider	 can	 represent	 a	 structure,	 where	 each	 quarterwave	 branch	 of	 a	 conventional
Wilkinson	power	divider	is	substituted	by	the	two	transmission-line	sections	with	different
characteristic	 impedances	 and	 electrical	 lengths	 [87,	 88].	 In	 practical	 applications,
especially	if	 the	operating	frequencies	of	one	of	the	frequency	band	are	sufficiently	low,
the	miniaturized	version	of	a	dual-band	Wilkinson	power	divider	can	be	designed	based
on	the	concept	of	slow	wave	periodic	structure	[89].



FIGURE	10.30	Block	diagrams	of	multiband	Doherty	amplifiers.



A	dual-band	input	power	splitter	can	also	represent	a	π-shape	or	T-shape	stub-tapped
branch-line	coupler,	as	well	as	an	impedance	transformer	network,	which	introduces	a	90°
phase	shift.	Similarly,	the	offset	lines	and	an	output	quarterwave	transformer	can	be	based
on	a	π-type	or	T-type	transmission-line	impedance-inverting	section	with	proper	selected
transmission-line	 characteristic	 impedances	 and	 electrical	 lengths,	 where	 the	 shunt
element	is	realized	by	an	open-	or	short-circuit	stub,	as	shown	in	Fig.	10.30(b)	 [90,	91].
However,	 it	 should	 be	 noted	 that	 it	 is	 not	 easy	 to	 design	 a	 multiband	 impedance
transformer	that	should	adequately	provide	two	separate	matching	options	simultaneously:
first,	to	operate	in	a	50-Ω	environment	without	affecting	the	power	amplifier	performance
in	a	high-power	region,	and	second,	to	provide	an	impedance	matching	from	25	to	100	Ω
in	a	low-power	region.	In	this	case,	as	an	alternative,	it	is	also	possible	to	switch	between
two	 quarterwave	 transmission	 lines	 in	 a	 dual-band	 operation	 when	 each	 of	 the
quarterwave	transmission	line	is	 tuned	to	the	corresponding	center	bandwidth	frequency.
However,	it	may	not	be	so	simple	in	practical	implementation	because	of	the	load-network
complexity	and	additional	power	losses.

10.8.1	Dual-Band	Parallel	Doherty	Architecture
The	classic	two-stage	Doherty	amplifier	has	limited	bandwidth	capability	in	a	low-power
region	as	it	is	necessary	to	provide	an	impedance	transformation	from	25	to	100	Ω	when
the	peaking	amplifier	is	turned	off,	as	shown	in	Figs.	10.31(a)	and	10.32(a),	thus	resulting
in	a	loaded	quality	factor	 	at	3-dB	output-power	reduction	level,
which	is	sufficiently	high	for	broadband	operation.	The	parallel	architecture	of	a	two-stage
Doherty	 amplifier	 with	 modified	 modulated	 load	 network,	 whose	 block	 schematic	 is
shown	 in	 Fig.	 10.31(b),	 can	 improve	 bandwidth	 properties	 in	 a	 low-power	 region	 by
reducing	the	impedance	transformation	ratio	by	a	factor	of	two	[92].





FIGURE	10.31	Block	diagram	of	conventional	and	modified	two-stage	Doherty	amplifiers.





FIGURE	10.32	Load-network	schematics	and	broadband	properties.

In	this	case,	the	load	network	for	the	carrier	amplifier	consists	of	a	single	quarterwave
transmission	line	required	for	impedance	transformation,	the	load	network	for	the	peaking
amplifier	 consists	 of	 a	 50-Ω	 quarterwave	 transmission	 line	 followed	 by	 another
quarterwave	transmission	line	required	for	impedance	transformation,	and	the	quarterwave
transmission	line	at	the	input	of	the	carrier	amplifier	is	necessary	for	phase	compensation.
Both	 impedance-transforming	 quarterwave	 transmission	 lines,	 having	 a	 characteristic
impedance	 of	 70.7	 Ω	 each,	 provide	 a	 parallel	 connection	 of	 the	 carrier	 and	 peaking
amplifiers	in	a	high-power	region	by	parallel	combining	of	the	two	100-Ω	impedances	at
their	output	into	a	50-Ω	load,	with	50-Ω	impedances	at	their	inputs	seen	by	each	amplifier
output.	 In	 a	 low-power	 region	 below	 output-power	 backoff	 point	 of	 −6	 dB	 when	 the
peaking	 amplifier	 is	 turned	 off,	 the	 required	 impedance	 of	 100	 Ω	 seen	 by	 the	 carrier-
amplifier	 output	 is	 achieved	 by	 using	 a	 single	 quarterwave	 transmission	 line	 with	 the
characteristic	impedance	of	70.7	Ω	to	match	with	a	50-Ω	load,	as	shown	in	Fig.	10.32(b).

This	 provides	 a	 loaded	 quality	 factor	 	 resulting	 in	 a	 1.73
times	wider	frequency	bandwidth,	as	shown	in	Fig.	10.32(c)	by	curve	1	compared	with	a
conventional	case	(curve	2).	Because	the	load	network	of	the	peaking	amplifier	contains
two	 quarterwave	 transmission	 lines	 connected	 in	 series,	 an	 overall	 half-wavelength
transmission	line	is	obtained,	and	an	open	circuit	at	the	peaking-amplifier	output	directly
translates	to	the	load	providing	a	significant	isolation	of	the	peaking-amplifier	path	from
the	carrier-amplifier	path	in	a	wide	frequency	range.	The	input	in-phase	divider	and	phase-
compensating	 transmission	 line	can	be	replaced	by	a	broadband	coupled-line	90°	hybrid
coupler.

From	Fig.	10.32(c),	it	follows	that	use	of	a	parallel	Doherty	architecture	can	provide	a
broadband	operation	within	25	to	30%	around	center	bandwidth	frequency	with	minimum
variation	of	the	load-network	transfer	characteristic.	As	a	result,	a	dual-band	operation	can
be	easily	provided	by	 this	architecture,	 for	example,	 in	1.8-GHz	 (1805–1880	MHz)	and
2.1-GHz	 (2.11–2.17	GHz)	 or	 in	 2.1-GHz	 and	 2.6-GHz	 (2.62–2.69	GHz)	WCDMA/LTE
frequency	bands,	respectively.

Figure	 10.33	 shows	 the	 simulated	 circuit	 schematic	 of	 a	 dual-band	 parallel	 GaN
HEMT	 Doherty	 architecture,	 where	 the	 carrier	 and	 peaking	 amplifiers	 are	 based	 on
broadband	transmission-line	Class-E	power	amplifiers,	whose	circuit	structure	is	shown	in
Fig.	 8.45	 (see	Chap.	 8).	Here,	 the	 input	matching	 circuits	 and	 output	 load	 network	 are
based	 on	 microstrip	 lines	 with	 their	 parameters	 corresponding	 to	 a	 20-mil	 RO4360
substrate.	 The	 ideal	 broadband	 90°	 hybrid	 coupler	 is	 used	 at	 the	 input	 to	 split	 signals
between	the	carrier	and	peaking	amplifying	paths.	The	electrical	lengths	of	both	offset	and
combining	 microstrip	 lines	 were	 optimized	 to	 maximize	 efficiency	 at	 saturated	 and
backoff	output	power	levels.



FIGURE	10.33	Circuit	schematic	of	dual-band	parallel	GaN	HEMT	Doherty	amplifier.

Figure	10.34	 shows	 the	 simulation	 results	 for	 the	 small-signal	S21-parameters	versus
frequency	 demonstrating	 the	 bandwidth	 capability	 of	 a	 parallel	 transmission-line	 GaN



HEMT	Doherty	amplifier	covering	a	frequency	range	from	2.0	to	2.8	GHz	with	a	power
gain	over	10	dB.	In	this	case,	an	input	return	loss	defined	from	the	magnitude	of	S11	is	less
than	5	dB	over	the	frequency	bandwidth	of	2.1	to	2.9	GHz.

FIGURE	10.34	Simulated	small-signal	S11	and	S21	versus	frequency.

Figure	 10.35	 demonstrates	 the	 broadband	 capability	 of	 a	 parallel	Doherty	 structure,
where	 the	 carrier	 and	 peaking	 amplifiers	 are	 based	 on	 a	 broadband	 transmission-line
reactance	compensation	Class-E	technique.	In	an	amplifier	saturation	mode	with	an	input
power	 of	 36	 dBm,	 a	 drain	 efficiency	 of	 around	 70%	with	 an	 average	 output	 power	 of
greater	 than	 43	 dBm	 and	 a	 gain	 variation	 of	 about	 1	 dB	 was	 simulated	 across	 the
frequency	range	of	2.0	to	2.8	GHz,	as	shown	in	Fig.	10.35(a).	At	the	same	time,	high	drain
efficiencies	 over	 50%	 at	 backoff	 output	 powers	 of	 5	 to	 6	 dB	 from	 saturation	 can
potentially	be	 achieved	across	 the	 frequency	 range	of	2.1	 to	2.7	GHz,	 as	 shown	 in	Fig.
10.35(b).	 This	 means	 that	 the	 practical	 implementation	 of	 a	 parallel	 Doherty	 power
amplifier,	 the	 simulation	 setup	 of	 which	 is	 shown	 in	 Fig.	 10.33,	 can	 provide	 a	 highly
efficient	operation	in	two	cellular	bands	of	2.11	to	2.17	GHz	and	2.62	to	2.69	GHz	without



any	tuning	of	the	amplifier	load-network	parameters,	either	with	separate	or	simultaneous
dual-band	transmission	of	WCDMA	or	LTE	signals.





FIGURE	10.35	Broadband	capability	of	parallel	Doherty	amplifier.

The	 large-signal	 simulations	 versus	 input	 power	 have	 been	 done	 at	 two	 center
bandwidth	frequencies	of	2.14	GHz	and	2.655	GHz	with	optimized	circuit	parameters	to
achieve	maximum	performance.	Figure	10.36	shows	the	simulated	large-signal	power	gain
and	 drain	 efficiencies	 of	 a	 dual-band	 parallel	 transmission-line	 GaN	 HEMT	 Doherty
amplifier,	with	the	carrier	gate	bias	Vgc	=	−2.45	V,	peaking	gate	bias	Vgp	=	−7	V,	and	dc
supply	voltage	Vdd	=	28	V.	In	this	case,	a	linear	power	gain	of	about	11	dB	was	achieved	at
an	operating	frequency	of	2.655	GHz,	whereas	a	slightly	higher	linear	power	gain	of	about
12	dB	was	achieved	at	lower	operating	frequency	of	2.14	GHz.	At	the	same	time,	the	drain
efficiencies	of	64%	and	53%	were	simulated	at	backoff	output	powers	of	39	dBm	(4-dB
backoff	 from	 saturated	 power	 of	 43	 dBm)	 and	 37	 dBm	 (6-dB	 backoff)	 at	 both	 center
bandwidth	frequencies,	respectively.





FIGURE	10.36	Simulated	results	of	dual-band	parallel	Doherty	amplifier.

The	dual-band	 transmission-line	GaN	HEMT	Doherty	 amplifier	was	 fabricated	on	 a
20-mil	 RO4360	 substrate.	 An	 input	 power	 splitter	 represents	 a	 broadband	 coupled-line
coupler	 from	Anaren,	model	 11306-3,	which	 provides	maximum	phase	 balance	 of	 ±	 5°
and	 amplitude	 balance	 of	 ±	 0.55	 dB	 across	 the	 frequency	 range	 of	 2	 to	 4	GHz.	 Figure
10.37	shows	the	test	board	of	a	dual-band	parallel	Doherty	amplifier	based	on	two	10-W
Cree	 GaN	 HEMT	 power	 transistors	 CGH40010P	 in	 metal-ceramic	 pill	 packages.	 The
input	 matching	 circuit,	 output	 load	 network,	 and	 gate	 and	 drain	 bias	 circuits	 (having
bypass	capacitors	on	their	ends)	are	fully	based	on	microstrip	lines	of	different	electrical
lengths	 and	 characteristic	 impedances	 according	 to	 the	 simulation	 setup	 shown	 in	 Fig.
10.33.	 Special	 care	 should	 be	 taken	 for	 device	 implementation	 process	 in	 order	 to
minimize	 the	 input	 and	 output	 lead	 inductances	 of	 the	 packaged	 GaN	 HEMT	 device,
which	 can	 significantly	 affect	 the	 amplifier	 performance	 such	 as	 power	 gain,	 output
power,	and	drain	efficiency.

FIGURE	10.37	Test	board	of	dual-band	GaN	HEMT	parallel	Doherty	amplifier.

For	a	single-carrier	5-MHz	WCDMA	signal	with	a	PAR	of	6.5	dB,	a	drain	efficiency	of
45%	with	a	power	gain	of	about	10	dB	and	ACLR	(at	5-MHz	offset)	lower	than	−30	dBc	at
2.14	GHz	 and	 a	 drain	 efficiency	 of	 40%	with	 a	 power	 gain	 of	 about	 11	 dB	 and	ACLR
around	−30	dBc	at	2.655	GHz	were	achieved	at	an	average	output	power	of	39	dBm.	In
both	 cases,	 optimization	 of	 the	 gate	 bias	 voltages	 for	 the	 carrier	 (Class-AB	mode)	 and
peaking	(Class-C	mode)	amplifiers	were	provided.



10.8.2	Tri-Band	Inverted	Doherty	Configuration
Generally,	the	multiband	impedance	transformer	can	represent	a	configuration	with	N	(N	≥
2)	 cascade-connected	 transmission	 lines	with	different	 characteristic	 impedances.	 In	 this
case,	 a	 simple	 two-stepped	 transmission-line	 impedance	 transformer	 can	provide	 a	 two-
pole	response	with	different	characteristic	impedance	ratio	and	different	electrical	lengths
of	the	transmission-line	sections	[93].	It	can	be	used	as	a	dual-band	output	transformer	as
it	is	necessary	to	provide	an	impedance	transformation	from	the	output	impedance	of	25	Ω
to	the	standard	50-Ω	load	in	both	low-	and	high-power	regions	[91].

As	an	example,	the	dual-band	output	transformer	can	be	realized	using	a	two-section
transmission	 line,	 where	 the	 characteristic	 impedance	 of	 the	 first	 quarterwave
transmission-line	section	is	equal	to	30	Ω	and	the	characteristic	impedance	of	the	second
quarterwave	 transmission-line	 section	 is	 set	 to	 42	Ω,	 as	 shown	 in	Fig.	 10.38(a).	 In	 this
case,	 the	 amplitude	 variations	 of	 ±0.5	Ω	 shown	 in	 Fig.	 10.38(b)	 by	 curve	 1	 and	 phase
variations	of	±1°	shown	in	Fig.	10.38(c)	by	curve	1	can	be	achieved	across	the	frequency
range	 from	2.0	 to	2.8	GHz	covering	 simultaneously	2.1-GHz	 (2.11–2.17	GHz)	 and	2.6-
GHz	 (2.62–2.69	GHz)	WCDMA/LTE	bands.	 It	was	 shown	 that	 by	using	 a	multisection
output	 transmission	 line	 with	 different	 characteristic	 impedances,	 the	 frequency	 range
from	2.2	to	2.96	GHz	can	be	covered	[94].	In	this	case,	the	broadband	matching	is	realized
by	applying	the	simplified	real	frequency	technique	with	the	desired	frequency-dependent
optimum	impedances.	For	comparison,	the	narrowband	amplitude	and	phase	responses	of
a	quarterwave	single-line	impedance	transformer	are	shown	in	Figs.	10.38(b)	and	10.38(c)
by	curves	2,	respectively.	At	the	same	time,	from	Figs.	10.38(b)	and	10.38(c),	 it	 follows
that	the	amplitude	variations	of	±1.0	Ω	and	phase	variations	of	±2°	can	be	achieved	with	a
1-GHz	bandwidth	from	1.9	to	2.9	GHz,	which	means	that	reducing	the	midband	frequency
to	2.3	GHz	can	result	in	a	simultaneous	tri-band	operation	with	inclusion	of	an	additional
1.8-GHz	(1805-1880	MHz)	WCDMA/LTE	bandwidth.





FIGURE	10.38	Stepped	transmission-line	transformer	and	its	input	impedances.

Figure	10.39(a)	 shows	 the	modified	broadband	 load	network	of	an	 inverted	Doherty
amplifier,	which	consists	of	a	two-section	transmission-line	output	impedance	transformer,
where	 each	 quarterwave	 transmission	 line	 has	 a	 different	 characteristic	 impedance	 to
match	first	the	initial	25	Ω	to	intermediate	35.3	Ω	and	then	to	50-Ω	load.	Such	25-	to	50-Ω
transformer	 provides	 a	 wide	 frequency	 range,	 as	 shown	 in	 Fig.	 10.39(b)	 by	 curve	 1.
However,	broader	frequency	range	with	flatter	frequency	response	can	be	achieved	with	a
quarterwave	open-circuit	stub	connected	at	the	input	of	the	two-line	transformer	when	the
peaking	amplifier	 is	 turned	off,	as	 shown	 in	Fig.	10.39(b)	by	curve	2,	 resulting	 in	more
than	 octave	 bandwidth	 in	 a	 low-power	 region	 at	 output	 power	 levels	 less	 than	 −6	 dB
backoff	 point.	 In	 this	 case,	 it	 is	 assumed	 that	 the	 output	matching	 circuit	 of	 the	 carrier
amplifier	 provides	 ideally	 a	 broadband	 impedance	 transformation	 from	 25	 to	 100	Ω	 or
close	 seen	 by	 the	 device	 multiharmonic	 current	 source.	 At	 the	 same	 time,	 broadband
performance	 is	 also	 provided	 in	 a	 high-power	 region	 when	 both	 carrier	 and	 peaking
amplifiers	are	turned	on.





FIGURE	10.39	Load-network	schematic	and	broadband	properties.

Figure	10.40	shows	the	simulated	circuit	schematic	of	a	tri-band	inverted	GaN	HEMT
Doherty	 amplifier	 configuration,	 where	 the	 carrier	 and	 peaking	 amplifiers	 using	 Cree
CGH40010	 GaN	 HEMT	 devices	 are	 based	 on	 the	 same	 broadband	 transmission-line
Class-E	 power	 amplifiers,	 whose	 idealized	 circuit	 structure	 is	 shown	 in	 Fig.	 8.45	 (see
Chap.	 8),	 and	 the	 broadband	 load	 network	 corresponds	 to	 the	 impedance-transforming
structure	shown	in	Fig.	10.39(a).	The	input	matching	circuits	and	output	load	network	are
based	 on	 microstrip	 lines	 with	 their	 parameters	 corresponding	 to	 a	 20-mil	 RO4360
substrate.	In	this	case,	it	was	found	that,	when	the	broadband	Class-E	power	amplifier	as	a
peaking	amplifier	is	turned	off,	a	short-circuit	condition	is	achieved	at	the	input	of	a	series
35-Ω	transmission	line	shown	in	Fig.	8.45	(see	Chap.	8),	which	has	a	quarter	wavelength
at	high	bandwidth	 frequency	 to	match	with	a	50-Ω	 load.	Therefore,	 such	a	quarterwave
transmission	 line	was	 removed	 from	 the	 load	 networks	 of	 both	 the	 carrier	 and	 peaking
amplifiers.



FIGURE	10.40	Circuit	schematic	of	tri-band	inverted	GaN	HEMT	Doherty	amplifier.

As	 result,	 the	overall	 combining	 load-network	 is	 significantly	 simplified,	 and	only	a
small	optimization	of	the	electrical	lengths	of	the	short-	and	open-circuit	stubs	in	the	load
networks	of	each	carrier	and	peaking	amplifier	 is	 required	 to	achieve	broader	 frequency
response.	The	broadband	90°	hybrid	coupler	is	used	at	 the	input	to	split	signals	between
the	carrier	and	peaking	amplifying	paths	and	to	provide	a	90°	phase	shift	at	 the	input	of
the	carrier	amplifier	across	the	entire	frequency	bandwidth.



The	 impedance	 conditions	 at	 different	 points	 of	 the	 load	 network	 of	 the	 peaking
amplifier	 when	 it	 is	 turned	 off	 are	 shown	 in	 Fig.	 10.41,	 where	 Zmatch	 shown	 in	 Fig.
10.41(a)	indicates	a	low	reactance	at	the	output	of	a	Class-E	load	network	with	short-	and
open-circuit	stubs	across	the	required	frequency	range	from	1.8	to	2.7	GHz,	having	nearly
zero	 reactance	 at	 high	 bandwidth	 frequency	 of	 2.7	 GHz	 and	 increasing	 capacitive
reactance	when	the	operating	frequency	reduces	to	1.8	GHz.	At	the	same	time,	by	using
the	series	transmission	line	of	a	quarter-wavelength	long	at	high	bandwidth	frequency,	an
open-circuit	condition	is	provided	at	higher	bandwidth	frequencies	with	sufficiently	high
inductive	reactances	at	lower	bandwidth	frequencies,	indicating	by	Zpeaking	shown	in	Fig.
10.41(b).	Hence,	 the	 broadband	 performance	 of	 such	 an	 inverted	Doherty	 structure	 can
potentially	be	achieved	in	a	practical	realization.





FIGURE	10.41	Impedances	for	peaking	amplifier.

Figure	10.42	shows	the	frequency	behavior	of	the	impedance	Zcarrier	seen	by	the	carrier
device,	as	shown	in	Fig.	10.40,	which	has	an	inductive	reactive	component	required	for	a
high-efficiency	Class-E	operation	and	 its	 real	component	slightly	varies	between	17	and
22	Ω.	This	means	that	by	taking	into	account	the	device	output	shunt	capacitance	of	1.3	pF
and	 series	 bondwire	 inductor	 of	 about	 1	 nH,	 the	 impedances	 seen	 by	 the	 device
multiharmonic	current	source	at	the	fundamental	across	the	entire	frequency	bandwidth	of
1.8	to	2.7	GHz	can	be	increased	up	to	around	50	Ω,	which	is	high	enough	to	achieve	high
efficiency	at	backoff	output	power	levels.	In	this	case,	the	device	output	capacitance	and
bondwire	 inductor	 constitute	 a	 low-pass	 L-type	 matching	 section	 to	 increase	 the	 load
impedance	seen	internally	by	the	device	multiharmonic	current	source	at	the	fundamental.

FIGURE	10.42	Impedance	for	carrier	amplifier.



Figure	10.43	 shows	 the	 simulation	 results	 for	 the	 small-signal	S21-parameters	versus
frequency,	 demonstrating	 the	 bandwidth	 capability	 of	 a	modified	 inverted	 transmission-
line	GaN	HEMT	Doherty	amplifier,	which	potentially	can	cover	a	wide	frequency	range
of	1.6	to	3.0	GHz	with	a	power	gain	over	11	dB.

FIGURE	10.43	Simulated	small-signal	S21	versus	frequency.

Figure	10.44	shows	the	simulated	 large-signal	power	gain	and	drain	efficiencies	of	a
transmission-line	 tri-band	 inverted	GaN	HEMT	Doherty	 amplifier,	with	 the	 carrier	 gate
bias	Vgc	=	−2.45	V,	peaking	gate	bias	Vgp	=	−7.45	V,	and	dc	supply	voltage	Vdd	=	28	V.	In
this	 case,	 a	 linear	 power	 gain	 of	 about	 11.5	 dB	 was	 achieved	 at	 higher	 bandwidth
frequencies	of	2.655	GHz	and	2.14	GHz,	whereas	a	slightly	higher	 linear	power	gain	of
about	 13	 dB	was	 achieved	 at	 lower	 bandwidth	 frequency	 of	 1842.5	MHz.	At	 the	 same
time,	 the	drain	efficiencies	of	71.5%,	69.0%,	and	64.0%	at	backoff	output	powers	of	40
dBm	(4-dB	backoff	 from	saturated	power	of	44	dBm)	and	59.0%,	57.0%,	and	53.5%	at
backoff	 output	 powers	 of	 38	 dBm	 (6-dB	 backoff)	 were	 simulated	 at	 center	 bandwidth



frequencies	of	1842.5	MHz,	2140	MHz,	and	2655	MHz,	respectively.	Here,	the	peak	drain
efficiency	peaks	near	4-dB	backoff	output	power	at	 low	bandwidth	 frequency	of	1842.5
MHz	 and	 at	 medium	 bandwidth	 frequency	 of	 2.14	 GHz	 are	 clearly	 seen,	 while	 high
efficiency	maintains	almost	constant	at	high	output	powers	at	high	bandwidth	frequency	of
2.655	GHz.





FIGURE	10.44	Simulated	power	gain	and	drain	efficiencies	of	tri-band	inverted	Doherty
amplifier.

The	tri-band	transmission-line	GaN	HEMT	Doherty	amplifier	was	fabricated	on	a	20-
mil	RO4360	substrate.	An	input	splitter	represents	a	broadband	coupled-line	coupler	from
Anaren,	 model	 X3C17A1-03WS,	 which	 provides	 maximum	 phase	 balance	 of	 ±5°	 and
amplitude	balance	of	±0.5	dB	across	the	frequency	range	of	690	to	2700	MHz.

Figure	10.45	shows	 the	 test	board	of	a	 tri-band	 inverted	Doherty	amplifier	based	on
two	 10-W	 Cree	 GaN	 HEMT	 power	 transistors	 CGH40010P	 in	 metal-ceramic	 pill
packages.	The	input	matching	circuit,	output	load	network,	and	gate	and	drain	bias	circuits
(having	bypass	 capacitors	 on	 their	 ends)	 are	 fully	based	on	microstrip	 lines	of	 different
electrical	 lengths	and	characteristic	 impedances	according	to	the	simulation	setup	shown
in	Fig.	10.40.	Special	care	should	be	taken	for	device	implementation	process	in	order	to
minimize	 the	 input	 and	 output	 lead	 inductances	 of	 the	 packaged	 GaN	 HEMT	 device.
Additional	 tuning	has	been	done	 in	 the	 input	matching	circuits	 to	maximize	power	gain
over	the	entire	frequency	range.



FIGURE	10.45	Test	board	of	tri-band	inverted	GaN	HEMT	Doherty	amplifier.

For	 a	 single-carrier	 5-MHz	 WCDMA	 signal	 with	 a	 PAR	 of	 6.5	 dB,	 the	 drain
efficiencies	of	58%,	50%,	and	42%	at	an	average	output	power	of	38	dBm	with	a	power



gain	of	more	 than	11	dB	were	 achieved	 at	 the	operating	 frequencies	of	 1.85	GHz,	 2.15
GHz,	and	2.65	GHz,	 respectively,	with	 the	ACLR	 (at	5-MHz	offset)	measured	from	−32
dBc	at	1.85	GHz	 to	−37	dBc	at	2.65	GHz.	The	gate	bias	voltages	 for	carrier	 (Class-AB
mode	with	a	quiescent	current	of	100	mA)	and	peaking	(Class-C	mode)	amplifiers	were
the	same	for	all	three	frequencies.
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digitally	driven	Dohery	amplifiers,	611–613

distributed	N-way	Doherty	amplifier,	594f

Doherty	fundamental	load-network	structures,	ideal	voltage	and	current
behavior,	576f

dual-band	GaN	HEMT	parallel	Doherty	amplifier,	test	board,	621f

dual-band	parallel	Doherty	architecture,	614–621,	615f,	616f,	620f

dual-band	parallel	GaN	HEMT	Doherty	amplifier,	circuit	schematic,	617f

dual-input	digital	Doherty	amplifier,	block	diagram	and	simulated	performance,
612f

efficiencies,	different	Doherty	amplifier	architectures,	596f,	597f

for	handset	applications	with	bandwidth	enhancement,	schematic,	609f

with	harmonic	control	circuits	for	handset	applications,	schematic,	608f

with	harmonic-control	circuits,	block	diagram,	588f

historical	aspect,	conventional	Doherty	architectures,	573–575

integration,	604–610

inverse	Class-F	GaN	HEMT	Doherty	amplifier,	test	board,	590f

inverted,	601–604,	601f,	602f,	623f

load-network	schematic,	impedances,	584f

lumped	Doherty	amplifiers	for	handset	applications,	circuit	schematics,	606f

microstrip	LDMOSFET	Doherty	amplifier,	block	diagram,	583f

modified	four-stage	Doherty	amplifier	architectures,	598f

modified	three-stage	Doherty	amplifier	architectures,	597f

multiband,	broadband	capability,	613–614,	613f

multistage	Doherty	amplifier	architectures,	595f

multistage	Dohery	amplifiers,	594–601

operation	principle,	580–583,	581f

parallel	Doherty	amplifier,	broadband	capability,	619f

quarterwave	transmission	line,	single-frequency	lumped	equivalent,	605f



series	connected	load,	587

with	series-connected	load,	block	diagram,	587f

simulated	small-signal	S11	and	S21	vs.	frequency,	618f

stepped	transmission-line	transformer,	input	impedances,	622f

three-stage	inverted,	schematic	diagram,	604f

tri-band	inverted	Doherty	configuration,	621–630,	622f,	623f,	626f,	627f,	628f

tri-band	inverted	GaN	HEMT	Doherty	amplifier,	circuit	schematic,	624f

tri-band	inverted	GaN	HEMT	Doherty	amplifier,	test	board,	629f

2.14	GHz	100-W	four-stage	Doherty	GaN	HEMT	amplifier,	600f

wideband	monolithic	GaN	HEMT	Doherty	power	amplifier,	test	chip,	610f

	E	

efficiency	enhancement	techniques.	See	linearization,	efficiency	enhancement	techniques

	F	

frequency-domain	analysis

Bessle	functions,	45–47,	46f

bipolar	transistor	simplified	equivalent	circuit,	54f

coefficients	γn	(θ)	for	dc,	fundamental,	higher-order	current	components,	44f

conduction	angle	schematic,	42f

device	junction	capacitance,	large-signal	behavior,	56f

DUT	amplitude,	phase	characteristics,	67f

functions,	harmonic	superposition,	64f

harmonic	balance	method,	58–62,	58f

harmonic	balance	method,	application	to	three-terminal	MESFET	device,	59f

MESFET	power	amplified	equivalent	circuit,	61f

MESFET	simplified	equivalent	circuit,	56f

Newton-Raphson	algorithm,	50–54

nonlinear	parallel	circuit	schematic,	49f

piecewise-linear	approximation,	40–45,	41f

quasilinear	method,	54–58

resistor,	diode,	voltage	source	circuit,	53f

three-step	iteration	procedure,	54t

time-domain	analysis,	47–50



trigonometric	identities,	38–40

X-parameters,	62–68

	H	

HBTs.	See	BJTs,	HBTs

HEMTs.	See	MSEFTs,	HEMTs

high-efficiency	power	amplifiers.	See	also	Doherty	power	amplifiers

idealized	inverse	Class-F	mode,	356–359,	357f,	358f

optimum-efficiency	Class-B	collector	current,	voltage	waveforms,	327f

overdriven	Class-B	collector	current,	voltage	waveforms,	324f

power-added	efficiencies	for	different	values	of	power	gain,	326f

high-efficiency	power	amplifiers,	Class-E	shunt	capacitance,	373–374

Class-C	power	amplifier,	with	detuned	resonant	circuit,	375f

Class-E	power	amplifier	with	shunt	capacitance,	basic	circuits,	375f

Class-E	power	amplifiers	with	transmission	lines,	equivalent	circuits,	389f

equivalent	Class-E	load	network	at	fundamental	frequency,	379f

high-power	high-frequency	Class-E	MOSFET	amplifiers,	390f

high-power	VHF	Class-E	amplifiers,	392f

load	network	with	transmission	lines,	387–390

normalized	(a)	load	current,	and	collector	(b)	voltage	(c),	current	waveforms	for
idealized	optimum	Class	E	with	shunt	capacitance,	378f

optimal,	nominal,	off-nominal	Class-E	operations,	385–387

optimum	load	impedance	and	two-harmonic	Class-E	voltage	waveform,	388f

optimum	load-network	parameters,	374–381

practical	Class-E	power	amplifiers,	390–394

saturation	resistance,	finite	switching,	time,	nonlinear	shunt	capacitance,	381–
385,	381f

suboptimum	operation	above	maximum	frequency,	385–387,	387t

transmission-line	Class-E	power	amplifiers,	circuit	topologies,	393f

high-efficiency	power	amplifiers,	Class-E	with	finite	DC-feed	inductance,	394

Class-E	power	amplifiers	with	generalized	load	network,	equivalent	circuits,
396f

Class-E	power	amplifiers	with	transmission-line	matching,	schematics,	408f

idealized	optimum	parallel-circuit	Class	E,	normalized	(a)	load	current	and



collector	(b)	voltage	and	(c)	current	waveforms,	404f

load	networks	with	transmission	lines,	405–408

normalized	optimum	Class-E	load	network	parameters,	400f

optimal	circuit	parameters,	general	analysis,	395–401

optimal	load-network	parameters,	401f

optimum	Class-E	parameters	p	and	j	vs.	q,	399f

parallel-circuit	Class-E	power	amplifier,	402–405,	402f

parallel-circuit	Class-E	power	amplifier	for	handset	application,	transmission-
line	load	network,	407f

parallel-circuit	Class-E	power	amplifier,	with	lumped	matching	circuit,	405f

transmission-line	parallel-circuit	Class-E	power	amplifier,	equivalent	circuits,
406f

high-efficiency	power	amplifiers,	Class-F	circuit	design,	327–329

biharmonic	and	polyharmonic	power	amplifiers,	Fourier	voltage,	current
waveforms,	328f

Class-F	power	amplifier,	with	series	quarterwave	transmission	line,	338f

Class-F	power	amplifier,	with	stunt	quarterwave	transmission	line,	339f

Class-F	with	maximally	flat	waveforms,	333–338

Class-F	with	quarterwave	transmission	line,	338–342,	342f

current	waveforms	for	nth-harmonic	peaking,	336f

design	examples,	348–354

drain	efficiency,	power	gain,	and	voltage	waveform,	351f

drain	voltage	waveform,	efficiency,	power	gain,	353f

idealized	Class-F	mode,	329–333,	329f,	332f

idealized	collector	current,	voltage	waveforms	with	nonzero	on-resistance,	343f

load	network	with	parallel	resonant	circuit,	frequency	response,	346f

load	networks,	with	lumped	and	distributed	parameters,	344–348

load	networks	with	parallel,	series	resonant	circuits,	345f

microstrip	impedance-peaking	load	network,	frequency	response,	348f

parasitic	resistance,	shunt	capacitance,	342f

resultant	efficiencies,	voltage	and	current	harmonic	components,	337t

saturation	resistance	effect,	342–344

simulated	lumped	LDMOSFET	Class-F	power	amplifier,	350f



simulated	microstrip	LDMOSFET	Class-F	power	amplifier,	352f

small-signal	LDMOSFET	equivalent	circuit,	output	I-V	curves,	349f

transmission-line	Class-F	GaN	HEMT	power	amplifier,	353f

transmission-line	impedance-peaking	circuit,	347f

voltage	waveforms	for	nth-harmonic	peaking,	334f

high-efficiency	power	amplifiers,	inverse	Class-F	mode,	354–356,	355f,	356f

design	examples,	363–372

drain	efficiency,	power	gain,	voltage,	current	waveforms,	367f

equivalent	representations	of	load	network	at	fundamental	frequency,	371f

load	networks	seen	by	the	device	output	at	corresponding	harmonics,	369f

load	networks	with	lumped,	distributed	parameters,	361–363,	361f,	363f

microstrip	impedance-peaking	circuit,	364f

with	quarterwave	transmission	line,	359–361,	360f

simulated	500-MHz	microstrip	power	amplifier,	366f

simulated	500-MHz	microstrip	power	amplifier,	with	T-transformer,	364f

tranmission-line	impedance-peaking	circuit,	363f

tranmission-line	inverse	Class-F	amplifier,	equivalent	circuit,	368f

transmission-line	10-W	inverse	Class-F	GaN	HEMT	power	amplifier,	372f

	I	

impedance	matching

equivalent	circuits	with	(a)	voltage	and	(b)	current	sources,	128f

main	principles,	127–131

Smith	chart,	131–133,	134f,	135–136,	135f

impedance	matching,	broadband	UHF	high-power	amplifier,	170–174

complete	broadband	input	two-port	network,	172f

impedance	matching,	equivalence	between	circuits	with	lumped	and	distributed
parameters,	165–168

lumped	element,	transmission	line	equivalence,	165f

matching-circuit	equivalence,	lumped	and	transmission	line,	167f

impedance	matching,	lumped	elements

analytic	design	technique,	136–148

impedance	parallel,	series	equivalent	circuits,	137f

loaded	two-port	network,	input	impedance,	138f



L-transformer,	additional	LC	filter,	141f

L-type	matching	circuits,	relevant	equations,	139f

matching	circuits,	L-,	π-,	and	T-transformers,	136f

matching	circuits,	two	L-transformers	connected,	141f

parallel	resonant	circuit	input	impedance,	frequency	plot,	140f

parallel	resonant	circuit,	loaded	L-transformer,	139f

π-transformer,	additional	L-filter,	143f

π-transformer,	with	series	capacitor,	144f

transformers,	relevant	equations,	146f

transformers,	with	series	and	shunt	capacitors,	147f

impedance	matching,	MOSFET	VHF	high-power	amplifier,	153–156

complete	broadband	matching	circuit,	154f

complete	broadband	matching	circuit,	Smith	chart,	155f

complete	broadband	output	circuit,	155f

complete	broadband	output	circuit,	Smith	chart,	155f

impedance	matching,	narrow-band	microwave	amplifier,	169–170

complete	output	two-port	network	circuit,	169f

complete	output	two-port	network	circuit,	Smith	chart,	171f

impedance	matching,	transmission	lines	types

coaxial	line,	174–176,	175f

conductor	materials,	electrical	resistivity,	182t

coplanar	waveguide	(CPW),	183–184,	184f

coplanar	waveguide	(CPW)	characteristic	impedance	vs.	s/(s	+	2W),	185f

microstrip	line,	178–181,	179f

microstrip	line	characteristic	impedance	vs.	W/h,	180f

slotline,	181–183,	182f

slotline	characteristic	impedance	vs.	W/h,	183f

stripline,	176–178,	176f

stripline	characteristic	impedance	vs.	W/b,	178f

substrate	materials,	electrical	and	thermal	properties,	179t

impedance	matching,	UHF	bipolar	power	amplifier,	149–152

complete	input	circuit,	149f



complete	input	circuit,	Smith	chart,	150f

complete	output	network	circuit,	151f

complete	output	network	circuit,	Smith	chart,	151f

impedance	matching,	with	transmission	lines

analytic	design	technique,	156–165

L-transformer,	with	series	transmission	line,	160f

with	π-,	T-transformers,	163f

transmission-line	impedance	transformer,	157f

transmission-line	L-transformer,	calculation	nomographs,	162f

transmission-line	π-transformer,	relevant	equations,	164f

transmission-line	transformer,	any	source	and	load	impedances,	160f

transmission-line	T-transformer,	relevant	equations,	164f

	L	

linearization,	efficiency	enhancement	techniques

adaptive	analog,	digital	feedforward	amplifier	linearizer,	509f

asymmetric	Chireix	outphasing	systems,	Class-E	power	amplifiers,	524f

balanced	feedforward	amplifier	topologies,	508f

balanced	switched-path	MMIC	power	amplifier,	block	diagram	and	test	result,
549f

cancellation	as	function	of	amplitude,	phase	imbalance,	505f

cascode	CMOS	Class-E	power	amplifiers	with	finite	dc-feed	inductance,	556f

Chireix	outphasing	power	amplifier	system	and	instantaneous,	521f

Chireix	outphasing	power	amplifier	system	and	instantaneous	efficiencies,	531f

Class-F	parallel	power	amplifier	architecture,	559f

Class-F	power	amplifier	with	quarterwave	transmission	line,	558f

CMOS	Chireix	outphasing	systems,	Class-E	power	amplifiers,	526f

collector	voltage,	current	waveforms	for	different	load	lines,	544f

device	cell	connections	for	power	combining,	551f

device	cells	parallel	on-chip	connection,	552f

differential	CMOS	power	amplifier	with	adaptive	bias	circuits,	562f

digital	predistortion	(DPD)	system,	516f

dual-chain	MMIC	power	amplifier,	548f

dual-path	power	amplifier,	three-port	network	configurations,	547f



envelope	tracking	(ET),	532–540

envelope-tracking	(ET)	ISOgain	and	optimum	efficiency	shaping,	539f

envelope-tracking	(ET)	power	amplifier	architecture	with	analog	control,	533f

envelope-tracking	(ET)	power	amplifier	architecture	with	digital	control,	534f

envelope-tracking	(ET)	power	amplifier	dc	supply	(a)	voltage	and	(b)	current,
536f

envelope-tracking	(ET)	power	amplifier,	varying	supply	voltage,	538f

envelope-tracking	(ET)	power	amplifier,	with	Class-S,	535f

feedforward	amplifier	architecture,	501–509,	503f

four-stage	outphasing	architecture	and	instantaneous	efficiencies,	529f

LINC	transmitter	with	phase	error	compensating	loop,	520f

load	network	configurations,	variable	load-network	elements,	545f

modified	three-path	predistortion	linearizer,	514f

monolithic	HBT,	CMOS	power	amplifiers	for	handset	applications,	551–565

outphasing	power	amplifier	system	with	hybrid	combiner,	519f

outphasing	power	amplifiers,	517–531

power	amplifier	linearizers	with	input	power	splitting,	block	diagrams,	513f

power	amplifier	module	with	linearizer,	515f

power	amplifier	with	predistortion	linearizer,	block	diagram,	510f

predistortion	linearization,	509–517

simple	diode-based	predistortion	linearizers,	511f

simple	outphasing	power	amplifier	system,	518f

stacked	CMOS	power	amplifiers,	564f

switched-path	power	amplifier	configurations,	542f

switched-path,	variable-load	power	amplifiers,	540–550

switched-stage	power	amplifier	configurations,	541f

three-stage	GaAs	HBT	power	amplifier	MMIC,	555f

transistor-based	linearizers,	512f

transmitter	architectures	with	dual-path	power	amplifier,	540f

two-stage	Class-AB	power	amplifier,	schematic,	560f

two-stage	HBT	power	amplifier,	monolithic	implementation,	554f

two-stage	InGaP/GaAs	HBT	power	amplifier	MMIC,	552f

lumped	elements



capacitor	topologies,	different	series,	28f

capacitors,	27–29

inductors,	23–27

parallel	capacitor	topology,	equivalent	circuit,	28f

shaped	spiral	inductor,	equivalent	circuit,	25f

spiral	inductor	layouts,	24f

lumped	elements,	impedance	matching

analytic	design	technique,	136–148

impedance	parallel,	series	equivalent	circuits,	137f

loaded	two-port	network,	input	impedance,	138f

L-transformer,	additional	LC	filter,	141f

L-type	matching	circuits,	relevant	equations,	139f

matching	circuits,	L-,	π-,	and	T-transformers,	136f

matching	circuits,	two	L-transformers	connected,	141f

parallel	resonant	circuit	impute	impedance,	frequency	plot,	140f

parallel	resonant	circuit,	loaded	L-transformer,	139f

π-transformer,	additional	L-filter,	143f

π-transformer,	with	series	capacitor,	144f

transformers,	relevant	equations,	146f

transformers,	with	series	and	shunt	capacitors,	147f

	M	

MSEFTs,	HEMTs

capacitance	equivalent	circuits	consistent	with	charge	conservation,	98f

Chalmers	(Angelov)	nonlinear	model,	105–108,	105f

Curtice	quadratic	nonlinear	model,	102–104,	103f

device	intrinsic	Z-parameters,	extraction	method,	101f

distributed	RC	channel	network	schematic	under	device	gate,	102f

equivalent	circuit	elements	determination,	99–102

IAF	(Berroth)	nonlinear	model,	108–109,	108f

Materka-Kacprzak	nonlinear	model,	104–105,	104f

measured	and	modeled	Ids(Vds)	curves	of	low-voltage	LDMOSFET,	95f

model	selection,	109–110



nonlinear	GaN	HEMT	model	with	electrothermal	elements,	97f

nonlinear	MESFET	and	HEMT	model	with	HEMT	physical	structures,	96f

small-signal	equivalent	circuit,	94–98

small-signal	MESFET	circuit,	zero	drain	bias	voltage,	102f

	N	

network	parameters,	traditional,	1–6

loaded	two-port	transmission	system,	5f

parameters	relationships,	6t

two-port	nonautonomous	transmission	system,	2f

	P	

power	amplifiers,	design	fundamentals

A,	AB,	B,	and	C	operation	classes,	267–274

adaptive	bias	circuit,	performance,	312f

basic	power-amplifier	structure,	classes	of	amplification,	279f

bias	circuits,	306–313

bipolar	power	amplifier	stage,	with	current	mirror	bias	circuit	and	its
performance,	310f

bipolar	power	amplifier	stage,	with	emitter	follower	bias	circuit,	311f

bipolar	power	amplifier,	with	lineaerizing	bias	resistor,	296f

bipolar	tuned	power	amplifier,	circuit	schematics,	284f

Class-A	operation,	voltage	and	current	wave	forms,	269f

Class-AB,	Class-C	collector	current	waveforms,	275f

Class-B	operation,	voltage	and	current	wave	forms,	271f

classes	of	operation,	finite	number	of	harmonics,	278–281

collector	current	waveforms	for	the	device	operating	in	saturation,	active,	and
pinch-off	regions,	277f

harmonic,	intermodulation	components	straight-line	dependencies,	292f

high-efficiency	bipolar	mixed-mode	Class-C	power	amplifier,	282f,	283f

high-power	UHF	LDMOSFET	push-pull	amplifier,	circuit	schematic,	316f

linearity,	290–297

load	line,	output	impedance,	274–278

load	lines	for	(a)	inductive,	and	(b)	capacitive	load	impedances,	278f

matched	bipolar	amplifier,	simple	equivalent	circuit,	246f



matched	FET	power	amplifier,	simple	equivalent	circuit,	246f

MESFET	power	amplifier	intermodulation	distortions,	different	quiescent
currents,	294f

microwave	power	amplifier,	typical	topology,	313f

mixed-mode	Class	B,	nonlinear	effect	of	collector	capacitance,	281–286

monolithic	microwave	GaAs	MESFET	power	amplifier,	circuit	schematic,	316f

overview,	main	characteristics,	241–248

passive	tuner,	reflective	coefficient	position,	289f

practical	aspect,	RF	and	microwave	power	amplifiers,	313–319

single-stage	power	amplifier,	block	schematic,	242f

3.0	to	3.5	GHz	GaAs	MESFET	power	amplifier,	circuit	schematic,	314f

300-W	VHF	MOSFET	power	amplifier,	circuit	schematic,	317f

TV	applications,	bipolar	VHF	power	amplifier,	315f

2.5	to	2.7	GHz	GaAs	MESFET	power	amplifier,	circuit	schematic,	314f

two-port	loaded	amplifier	networks,	243f

two-stage	X-band	MMIC	driver	amplifier,	schematic	and	photo,	318f

two-tone	driving	signal,	297f

two-tone	excitation,	typical	output	power	spectrum,	294f

typical	bipolar	Class-AB	bias	circuit	for	high-power	amplifier,	308f

typical	bipolar	Class-AB	circuits,	308f

power	amplifiers,	push-pull	and	balanced	power	amplifiers

balance	power	amplifiers,	303–306

balanced	high-power	GaAs	MESFET	amplifier	with	branch-line	impedance-
transforming	hybrids,	306f

basic	configurations,	298–303

branch-line	hybrids,	power	amplifier,	305f

power	amplifiers	with	quadrature	hybrid	couplers,	schematics,	303f

push-pull	operation,	basic	operation,	299f

push-pull	with	compact	balanced-to-unbalanced	transformers,	302f

push-pull	with	compact	unbalanced-to-balanced	transformers,	302f

single-ended	and	balance	transistors,	matching	techniques,	301f

power	amplifiers,	stabilization	circuit	technique

BJT	potential	instability,	frequency	domains,	252–258



MOSFET	potential	instability,	frequency	domains,	258–261

parasitic	bipolar	oscillators,	equivalent	circuits,	257f

parasitic	MOSFET	oscillators,	equivalent	circuits,	261f

simplified	bipolar	π-hybrid	equivalent	circuit,	with	emitter	lead	inductance,	255f

stabilization	circuits,	examples,	262–267

power	MOSFETS

charge	conservation,	90–91

device	intrinsic	Z-parameters,	extraction	method,	76f

drain	current	vs.	gate-source	voltage,	81

equivalent	circuit	elements	determination,	75–79

forward	gate	biasing	condition,	device	equivalent	circuit,	77f

gate-source	capacitance	vs.	gate-source	voltage,	87f

gate-source	resistance,	91–92

high-voltage	LDMOSFET,	Ids(Vds)	curves,	83f

high-voltage	LDMOSFET,	measured	and	modeled	Cds(Vgs)	dependencies,	89f

high-voltage	LDMOSFET,	measured	and	modeled	Ids(Vgs)	and	gm(Vgs)	curves,
85f

high-voltage	LDMOSFET,	simulated	I-V	model	parameters,	84t

intrinsic	MOSFET	equivalent	circuit,	first-,	second-order	channel
approximation,	74f

low-voltage	MOSFET,	measured	and	modeled	gm(Vgs)	curves,	86f

low-voltage	MOSFET,	measured	and	modeled	Ids(Vgs)	and	gm(Vgs)	curves,	86f

low-voltage	MOSFET,	simulated	I-V	model	parameters,	86t

modeled	temperature	dependencies	of	Vth	and	gm,	93f

MOSFET	distributed	channel	structure,	schematic,	73f

nonlinear	I-V	models,	79–84

small-signal	equivalent	circuit,	72–75

small-signal	equivalent	circuit,	with	extrinsic	linear	elements,	75f

temperature	dependence,	92–94

zero-drain	bias	condition,	device	equivalent	circuit,	78f

power	transformers,	combiners,	couplers

1:1	coaxial	cable	transformer,	low-frequency	model,	195f



4:1	coaxial	cable	transformer,	schematic	configurations,	197f

9:1	coaxial	cable	transformer,	schematic	configurations,	199f

balanced	power	amplifier	topology,	with	45°	delay	lines,	220f

baluns,	204–210

baluns,	1:1	balun	circuit	configurations,	205f

baluns,	circuit	arrangement	with	two	cable	transformers	for	push-pull
operation.,	207f

baluns,	coupled-line	Marchand	balun,	209f

baluns,	Marchand	balun	schematic	configurations,	208f

basic	properties,	187–188

branch-line	hybrid	couplers,	221–229

broadband	microwave	branch-line	quadrature	hybrid,	224f

coaxial	cable	combiners,	fully	matched	and	isolated,	204f

coaxial	cable	combiners,	with	increased	isolation,	203f

coaxial	cable	transformer,	schematic	configurations,	194f

compact	microstrip	three-way	Wilkinson	power	divider,	220f

coupled-line	directional	couplers,	229–236,	230f,	233f,	234f,	236f

equal-delay	2.25:1	unun,	schematic	configuration,	199f

four-port	networks,	directional	coupler	schematic	diagram,	189–191,	189f

fractional	1:2.25	impedance	transformer,	schematic	configurations,	200f

Guanella	1:1	and	4:1	transformers,	schematic	configuration,	192f

Gysel	high-power	in-phase	planar	combiner/divider,	214f

hybrid	combiners,	with	one	coaxial	cable	transformer,	201f

lumped	hybrid	with	capacitive	and	inductive	coupling,	equivalent	circuits,	228f

lumped	LC-type	hybrid	coupler,	equivalent	circuits,	227f

microstrip	branch-line	quadrature	hybrid	coupler,	222f

microstrip	three-way	recombinant	divider,	with	improved	isolation,	216f

N-way	in-phase	combiners/dividers,	circuit	topologies,	210f

N-way	Wilkinson	divider,	frequency	performance,	212f

practical	four-way	microstrip	Wilkinson	power	combine/divider,	215f

reduced-size	branch-line	quadrature	hybrid,	225f

Ruthroff	1:4	impedance	transformer,	schematic	configurations,	197f

single-section	branch-line	hybrid	coupler,	bandwidth	performance,	223f



split-tee	power	divider,	217f

three-port	networks,	188–189

three-port	networks,	power	divider/combiner	schematic	diagrams,	188f

three-way	power	divider,	new	type,	219f

transmission-line	transformers	and	combiners,	191–204

two-cable	hybrid	combiner,	202f

two-way	Wilkinson	divider,	microstrip	realization,	213f

VSWR	=	2,	Smith-chart	impedances,	221f

Wilkinson	power	dividers/combiners,	210–221

practical	broadband	RF,	microwave	power	amplifiers,	490–497

bipolar	high-power	UHF	amplifier	for	TV	transmitter,	493f

broadband	GaN	HEMT	MMIC	power	amplifier,	circuit	schematic,	495f

broadband	high-power	VHF	bipolar	amplifier,	circuit	schematic,	491f

microstrip	broadband	15-W	GaAs	MESFET	power	amplifier,	492f

reactively	matched	two-stage	broadband	GaN	HEMT	MMIC	power	amplifier,
circuit	schematic,	496f

	S	

scattering	parameters,	7–11

parameter	two-port	network,	9f

	T	

three-port	networks,	common	terminal,	20–23,	21f

bipolar	transistors,	different	common	terminals,	22f

Y-	and	Z-parameters,	active	device	with	different	common	terminal,	23f

transmission	lines,	29–34.	See	also	impedance	matching,	with	transmission	lines

coaxial	line,	174–176,	175f

conductor	materials,	electrical	resistivity,	182t

loaded	transmission	line,	31f

microstrip	line,	178–181,	179f

microstrip	line	characteristic	impedance	vs.	W/h,	180f

schematics,	30f

slotline,	181–183,	182f

slotline	characteristic	impedance	vs.	W/h,	183f

stripline,	176–178,	176f



stripline	characteristic	impedance	vs.	W/b,	178f

substrate	materials,	electrical	and	thermal	properties,	179t

transmission	lines,	impedance	matching

analytic	design	technique,	156–165

L-transformer,	with	series	transmission	line,	160f

with	π-,	T-transformers,	163f

transmission-line	impedance	transformer,	157f

transmission-line	L-transformer,	calculation	nomographs,	162f

transmission-line	π-transformer,	relevant	equations,	164f

transmission-line	transformer,	any	source	and	load	impedances,	160f

transmission-line	T-transformer,	relevant	equations,	164f

two-port	networks,	interconnections,	11,	13f,	14–16

parameter	conversions,	12t

two-port	networks,	practical

π-	and	T-circuit	equivalence,	19f

π-	and	T-circuit	parameters,	20f

π-	and	T-type	networks,	17–20,	17f

single-element	networks,	16–17,	16f
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